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Exploiting heterogeneous information in attributed networks to improve the performance 
of community detection has attracted considerable research attention. Although variational 
graph autoencoder (VGAE)-based methods have been proven to be effective strategies, they 
perform community detection based on assumptions regarding the dimension of embedding 
and the number of communities, limiting their effectiveness and applicability. In this study, we 
combined VGAE-based methods and a bi-direction penalized clustering algorithm (BiPClust) for 
community detection. Our approach addresses the issues of dimension selection and community 
number determination by automatically optimizing penalized clustering. Both the computational 
algorithm and statistical theorems confirm that BiPClust effectively mitigates the impacts of 
redundant embedding and determines the unknown number of communities. Furthermore, 
applying the proposed methods to community detection on benchmark datasets and syndicated 
investment networks in China reveals that BiPClust surpasses other methods in performance.

1. Introduction

Communities exist in various forms worldwide and have been investigated since as early as the 1920s in the fields of sociology 
and social anthropology [30]. Their prevalence extends across various systems, including social structures, information networks, 
ecosystems, and even syndicated investment networks [1]. Exploring communities among networks helps us understand the structure 
or organization within these interconnected systems, shedding light on the patterns of relationships and interactions among their 
components. For example, in the venture capital (VC) market, venture capitalists (VCs) consistently engage in syndicated investments 
with other VCs to mitigate investment risks and compensate for shortcomings [36]. The choice of VC investment partners is not arbi-

trary; instead, it is driven by preferences, leading to the formation of the phenomenon known as the venture capital community [17]. 
Hence, uncovering the community structure in the co-investment network provides valuable insights into the overall functionality of 
the system. This involves understanding why VCs are more inclined to syndicate with a small group of preferred partners rather than 
external ones.

Community detection encompasses partitioning social actors based on their features and connections into densely knitted, highly 
related groups that are well-separated from each other [4]. In the past ten years, researchers in computer science have extensively 
studied community detection by leveraging network topological structures [19,40,3] and semantic information [4]. Many traditional 
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techniques, such as graph-based approaches [3,38], and distance-based clustering [47,22], have proposed learning communities 
solely from their topology structure, neglecting the attribute information of the nodes; this has led to misunderstandings of the 
internal characteristics of the nodes and the mechanisms behind the formation of the network structure [46]. For example, in a 
protein-protein interaction network [49], the interactions between different proteins form a network, with each node representing 
a protein and its structure serving as the attribute. In such cases, using both structural and attributed information is believed to 
yield more qualitative community detection results and lend meaning to the identified communities. However, integrating both the 
topological structure and the attribute information for community detection remains a challenging task [4], falling under the domain 
of the attributed network or graph learning. A natural strategy for attributed network learning is to initially derive embedding from 
the attributed network and subsequently apply unsupervised learning techniques for community detection. For instance, several 
studies employ nonnegative matrix factorization methods to achieve fusion of topological and attributed information of networks, 
followed by the utilization of k-means or spectral clustering to discover cliques [14]. Thus, the task of community detection for 
attributed networks can be reframed as obtaining the attributed network embedding and performing clustering.

Inspired by the remarkable achievements of deep learning (DL) [32], several artificial neural network (ANN) algorithms have gar-

nered attention and positioned themselves as strong contenders for statistical community detection methods owing to their superior 
prediction accuracy [12]. The essence of DL is to extract lower-dimensional vectors from high-dimensional data representing com-

plex structural relationships [4,26,45], rendering it suitable for modeling and learning new representations of attributed networks. 
Therefore, it enables knowledge discovery via state-of-the-art machine learning and data mining techniques. The representation 
framework can additionally incorporate non-structural features, such as node attributes, to enhance the knowledge of community 
memberships [10,18]. Moreover, groups of information from nodes [26] or edges [31] can be jointly recognized with special at-

tention in the DL process, leading to effective community detection results. Recently, state-of-the-art representation learning neural 
networks, such as graph convolutional encoders or graph attention encoders, have been developed [6]. As a generative technique, 
the variational graph auto-encoder (VGAE) utilizes two graph convolutional layers and employs graph structure reconstruction to 
learn the representation of attribute networks with high performance [20], establishing itself as a superior graph representation tech-

nique. Therefore, by combining clustering algorithms, VGAE, along with its various extensions such as C-VGAE, VGAER, VGAECD 
[27], modularity-aware GAE (MAGAE), modularity-aware VGAE (MAVGAE) [45], linear modularity-aware VGAE (LMAVGAE) and 
GCN-based modularity-aware VGAE (GMAVGAE) [12], has been demonstrated as effective strategies for community detection in 
attributed networks [4,50].

While many DL methods can fuse the topology and node attributes to learn embedding representations of attributed networks, 
automatically determining the dimension of the embedding remains an open question for most DL techniques. This aspect is crucial 
as it can significantly impact their performance. To address this challenge, the most straightforward approach involves setting 
the dimension of the embedding to a fixed number based on prior information or experience, but it may be limited if the actual 
dimensionality of the data differs from the assumed dimensionality. For example, some VGAE-based embedding methods [12] set the 
number of dimension to 16. An alternative approach involves conducting a grid search across a range of potential dimensions and 
assessing the clustering performance of the method on a validation set. In such cases, prior methodologies treated dimensionality as a 
hyperparameter, which could be determined through tuning techniques (such as cross-validation [44]) or selected based on individual 
experience, often without excessive over-parametrization risk (e.g., 100, 200, or 300 dimensions) [10]. Despite the introduction of a 
recent metric [11] intended to ascertain a suitable embedding dimension, we discovered that it cannot be directly applied to select the 
embedding dimension for attributed networks, as it exclusively considers networks without attributes. Another strategy is to assign a 
relatively large value to the dimension to retain as much informative data from attributed networks as possible. However, this may 
result in the inclusion of unnecessary embeddings due to the separation of embedding learning and downstream tasks. To mitigate 
the impact of these embeddings in the presence of high background noise, one approach is to conduct optimal subset selection [21]

during downstream learning, such as Clustering Objects on Subsets of Attributes (COST) [9]. Similar to stepwise regression, these 
methods ignore the stochastic error inherent in the stages of feature selection, with a different subset of features leading to different 
clustering performances. Regularization techniques involve imposing certain prior distributions on model parameters to train simple 
and/or sparse models [23]; therefore, these techniques have been widely used in high-dimensional data analysis, particularly after 
the successful application of 𝑙1-norm penalty (lasso) [34]. In addition, regularization techniques have been also extended to clustering 
algorithms, such as the sparse clustering algorithm [37] and regularized k-means clustering [33], to achieve stable results.

In addition to dimension selection, determining the number of communities is a challenging issue. Once the embeddings of 
attribute graphs are obtained, state-of-the-art unsupervised learning methods can be applied via clustering for community detection 
[7]. To solve the aforementioned issue, clustering validation is used to evaluate the quality of clustering results and obtain the optimal 
number of clusters (such as k-means and spectral clustering [7,15]). The clustering algorithm automatically divides observations 
into groups so that similar data objects are placed within one cluster, whereas dissimilar ones are assigned to different clusters, 
possibly separating noise. Most of them have focused on heuristically determining the number of clusters, such as optimizing the 
clustering validation, i.e., the process of estimating how well a partition fits the underlying data structure [35]. The clustering 
stability criterion [33,37], which measures the robustness of any given clustering algorithm, has been used for selecting the number 
of clusters using cross-validation. However, an inappropriate choice or application of the criterion can lead to unstable results. 
Therefore, the penalized regression-based clustering (PClust) method has been proposed for unsupervised learning without prior 
knowledge regarding the number of clusters [25]. PRclust obtains the optimal number of clusters when applied to data with few 
features but generates unstable results for less informative features.

To determine the embedding dimension and community number, we propose a novel framework for community detection based 
2

on a VGAE-based bi-direction penalized clustering algorithm (BiPClust). This framework first uses the VGAE-based method to obtain 
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graph representations by assigning a relatively large value to the dimension to keep as much informative data of attributed networks 
as possible. Then, a new clustering algorithm (bi-direction penalized clustering) is proposed to learn clusters based on the learned 
embeddings. This algorithm can automatically determine the number of clusters using fused lasso penalty and counteract the effects 
of less informative embeddings using group lasso penalty. Based on the theorem analysis, we demonstrate why the proposed model 
performs well in selecting informative variables. Further, we demonstrate asymptotic estimation in our proposed method with fused 
lasso penalty along with its selection consistency. The proposed clustering process is also applicable in case of diverging dimensions. 
We describe the computational algorithm by presenting the mechanism through which the proposed algorithm selects variables and 
determines the number of clusters via optimization. In addition, we prove the effectiveness of this method by employing it on two 
benchmark datasets and comparing its performance to those of other algorithms for the same datasets. Finally, we demonstrate the 
application of the method to the Chinese VC co-investment network to effectively identify the community structure of the network 
and analyze the final results.

The remainder of the paper is organized as follows: Section 2 provides an overview of the development of community detection 
using network embedding. Section 3 proposes the method we applied for community detection. Our data and experimental work are 
outlined in Section 4. Section 5 presents the results of real data analyses. We present the conclusions and discussion in Section 6.

2. Preliminaries

2.1. Problem settings

Given an attribute network as a three tuple  = ( ,  , ), where  = {𝑣1, 𝑣2, ..., 𝑣𝑛} ∈ 𝑅𝑛 is a set of actors,  ⊂ 𝑉 ×  is a set 
of relationships connecting two actors and  = {𝑒(𝑣𝑖, 𝑣𝑗 ) ∶ 1 ≤ 𝑖, 𝑗 ≤ 𝑛} ∈ 𝑅𝑛×𝑛, where 𝑒(𝑣𝑖, 𝑣𝑗 ) can be simply denoted as 𝑒𝑖𝑗 , and 
 = {𝑋1, 𝑋2, ..., 𝑋𝑚} ∈ 𝑅𝑛×𝑚 is a set of attributes for the actors. Our goal is to partition the actors of the graph  into 𝐾 clusters 
 = {𝐶1, 𝐶2, ..., 𝐶𝑘}. For instance, a venture syndicated network 𝐺 ∈  is an attribute network, which has a set of venture capital firms 
𝑉 ∈  , a set of syndicated investment 𝐸 ∈  , and also a set of features 𝑋 ∈  , for each firm 𝑥𝑖 = {𝑥𝑖1, 𝑥𝑖2, ..., 𝑥𝑖𝑚} ∈𝑅𝑚, 𝑖 = 1, 2, ..., 𝑛. 
Community detection of a syndicated investment network is achieved by dividing social actors with features and connections into 
densely knitted and highly related groups with each group well-separated from each other.

In the framework of deep learning, this process can typically be split into two tasks: embedding learning, which translates an 
attribute network into vectorized data directly usable by downstream tasks, and clustering, which divides actors into different groups 
based on the vectorizated data [1]. They are respectively defined as follows:

Definition 1. Embedding learning. It learns the representation from the attribute network 𝐺 to obtain global information of both 
topology structure and node attributes simultaneously. Let 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(⋅) be the learning algorithm that translates 𝐺 to representation 
𝑍 ∈𝑅𝑛×𝑑 , which is

𝑍 = 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝐺;𝜃) (1)

parameterized by 𝜃, and the dimension of 𝑍 is 𝑑. The embedding learning is a transformer to map each node by capturing the 
structural and attribute information to a vector. In practice, embedding learning is an unsupervised learning task and the dimension 
of 𝑍 is considered as a hyperparameter.

Definition 2. Clustering. Given the representation 𝑍 of an attribute network and the number of clusters 𝐾 , the task of community 
detection concerns dividing a set of actors into 𝐾 groups 𝐶 = {𝐶1, 𝐶2, ..., 𝐶𝐾}, which places actors with high similarity in the same 
group and actors with low similarity in different groups. For instance, in k-means, the within-cluster sum of squares (WCSS) can be 
used as a criterion to detect clusters. The k-means cost function is given by

argmin
𝐾∑
𝑘=1

∑
𝑖∈𝐶𝑘

{
𝑑𝑖𝑠𝑡(𝑍𝑖⋅ − 𝜇𝑘⋅)

}
(2)

where 𝜇𝑘⋅ ∈ 𝜇 is the centroid of the actors in the 𝑘th cluster and 𝑑𝑖𝑠𝑡(𝑍𝑖⋅, 𝜇𝑘⋅) is the dissimilarity measurement between 𝑍𝑖⋅ and 𝜇𝑘⋅. 
If and only if 𝑍𝑖⋅ is close to 𝜇𝑘⋅, it is assigned to the 𝑘th cluster to minimize the criteria.

2.2. Graph convolutional neural network (GCN)

Given an attribute network 𝐺 ∈  for 𝑛 actors with 𝑚 features, a weighted adjacency matrix 𝐴 can be determined by 𝐺. We define 
the normalized Laplacian matrix is 𝐿 = 𝐼 −𝐷− 1

2𝐴𝐷
− 1

2 where 𝐷 is the diagonal degree matrix with 𝑑𝑖𝑖 =
∑
𝑗 𝑎𝑖𝑗 , 𝑎𝑖𝑗 is the 𝑖𝑗th entry 

of 𝐴 and 𝐼 is the identify matrix. Thus, the eigenvectors matrix 𝑈 and diagonal eigenvalues matrix Λ of 𝐿 can be obtained directly. 
Based on the spectral graph analysis [5], we denote the spectral graph filter function as 𝜙𝜃(⋅) parameterized by 𝜃 in the Fourier 
domain and the spectral graph convolution operation as 𝜙𝜃 ⋆ 𝑥 = 𝑈𝜙𝜃(Λ)𝑈𝑇 𝑥 which is used to implement convolution operation 
on signal 𝑥 in the Fourier domain, where �̂� = 𝑈𝑇 𝑥 is the graph Fourier transform of a signal 𝑥 and its inverse as 𝑥 = 𝑈�̂� [44], and 
𝑈𝜙𝜃(Λ)𝑈𝑇 is the so-called graph convolution kernel. Based on the graph convolutional operation, a two-layer GCN can be defined 
3

by stacking it, which is given by
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Fig. 1. Structure of variational graph auto-encoder.

𝑍 =𝐺𝐶𝑁(𝐺) = 𝜎(𝑈𝜙𝜃2 (Λ)𝑈
𝑇 𝜎(𝑈𝜙𝜃1 (Λ)𝑈

𝑇𝑋)) (3)

parameterized by 𝜃1 and 𝜃2, 𝜎(⋅) is the activation function (i.e. sigmoid function) and 𝑍 is the representation of 𝐺. To simplify 
the study, a linear model is applied to approximate 𝜙𝜃 ⋆ 𝑥, which is given by �̃�− 1

2 �̃��̃�
− 1

2 , where �̃� = 𝐴 + 𝐼 , and an entry of �̃� is 
𝑑𝑖𝑖 =

∑
�̃�𝑖𝑗 where �̃�𝑖𝑗 is an entry of �̃�. With the approximation, we reformulate (3) to

𝑍 =𝐺𝐶𝑁(𝐺) = 𝜎(�̃�− 1
2 �̃��̃�

− 1
2 𝜎(�̃�− 1

2 �̃��̃�
− 1

2𝑋𝑊1)𝑊2) (4)

where 𝑊1 and 𝑊2 are the learnable parameters for each layer. A two-layers GCN can be viewed as an encoder that transforms 𝐺 to 
𝑍 , in such a way that the downstream task can use the representation directly. In practice, GCN is sometimes a component of a deep 
learning framework so that unknown parameters can be estimated. Hence, the representation 𝑍 depends on the downstream task.

2.3. Variational graph auto-encoder (VGAE) and its extension

Similar to clustering, community detection is an unsupervised learning task in which no label information is available. To take 
the features of actors into consideration, a possible strategy is encoding the network with topology and attribute information into a 
vector space representation first, and then applying the classic unsupervised learning algorithm for community detection. Compared 
with other node embedding methods, VGAE-based method is a robust and accurate encoder for representation learning that fuses 
both the attributes and the connections of each actor. Besides, to learn the representation 𝑍 depending on 𝐺, a decoder needs to be 
connected to the encoder so that we can learn the unknown parameters of encoder. A simple case is VGAE, as shown in Fig. 1.

The first component of VGAE is an encoder of an attribute network in a 𝑑-dimensional real vector space or the so-called latent 
space. For example, a two-layer GCN can be used as an encoder transforming 𝐺 to 𝑍 , where 𝑍 components are often called latent 
variables, since they are hidden from us. The second component is a decoder of latent variables 𝑍 to 𝐴 or reconstructing 𝐴 using 𝑍 . 
The decoder 𝑝𝜏 (𝐺|𝑍) parameterized by 𝜏 takes the latent variables 𝑍 as an input to reconstruct 𝐺. Hence, the VGAE can be regarded 
as a stacked neural network, simply expressed as

𝑍 =𝐺𝐶𝑁𝑊 (𝐺)

𝐺 = 𝑝𝜏 (𝐺|𝑍)
(5)

To estimate the unknown parameters {𝑊 , 𝜏} in (5), we need to define the likelihood function of 𝑝(𝐺) through the generative model. 
Consider a statistical model that generates two random variables 𝑍 ∈  and 𝐺 ∈ . However, we only get to see realizations of 
the 𝐺 components and not the 𝑍 components. More specifically, although the unknown parameter {𝑊 ⋆, 𝜏⋆} generates pairs of 
samples of 𝑍 and 𝐺, only 𝐺 can be observed. Following with VGAE [20], we suppose 𝑍 obeys the normal distribution 𝑝(𝑍), the 
joint distribution of 𝐺 and 𝑍 can be written as

𝑝(𝐺,𝑍) = 𝑝(𝑍)𝑝𝜏 (𝐺|𝑍) (6)

With the assumption that samples are collected independently from the normal distribution, 𝑝(𝑍) = 𝑝(𝑧1, 𝑧2, ..., 𝑧𝑛) =
∏𝑛

𝑖=1 𝑝(𝑧𝑖) and 
𝑧𝑖 ∼𝑁(0, 1) for 𝑖 = 1, 2, ..., 𝑛. Thus, the log-likelihood of 𝐺 can be written as

𝑙𝑜𝑔(𝑝𝜏 (𝐺)) = ∫ 𝑞𝛿(𝑍|𝐺)𝑙𝑜𝑔𝑝𝜏 (𝐺)𝑑𝑍
= ∫ 𝑞𝛿(𝑍|𝐺)𝑙𝑜𝑔 𝑝𝜏 (𝐺,𝑍)

𝑝𝜏 (𝑍|𝐺) 𝑑𝑍
= ∫ 𝑞𝛿(𝑍|𝐺)𝑙𝑜𝑔(𝑝𝜏 (𝐺,𝑍)

𝑞𝛿(𝑍|𝐺) ⋅ 𝑞𝛿(𝑍|𝐺)𝑝𝜏 (𝑍|𝐺) )𝑑𝑍
= ∫ 𝑞𝛿(𝑍|𝐺)𝑙𝑜𝑔 𝑝𝜏 (𝐺,𝑍)

𝑞𝛿(𝑍|𝐺) 𝑑𝑍 + ∫ 𝑞𝛿(𝑍|𝐺)𝑙𝑜𝑔 𝑞𝛿(𝑍|𝐺)
𝑝𝜏 (𝑍|𝐺)𝑑𝑍

= 𝓁(𝑝𝜏 , 𝑞𝛿) +𝐷𝐾𝐿(𝑞𝛿, 𝑝𝜏 )

(7)

where 𝑞𝛿(𝑍|𝐺) parameterized by 𝛿 is the variational distribution of 𝑍 conditioning on 𝐺, which models the encoder network for 
approximate posterior inference, and 𝑞𝛿(𝑍|𝐺) =∏𝑛

𝑖=1 𝑞𝛿(𝑧𝑖|𝐺) is based on the assumption that samples are independent. To estimate 
parameters in (7), we assume that the distribution of 𝑞𝛿(𝑧𝑖|𝐺) =𝑁(𝜇𝑖(𝐺), 𝜎2𝑖 (𝐺)) where 𝜇𝑖(⋅) and 𝜎2

𝑖
(⋅) are learned using GCN in (4)

and samples of 𝑞𝛿(𝑍|𝐺) are obtained from mean and variance using the reparameterization trick. In order to optimize the maximum 
4

log-likelihood in (7), Jensen’s Inequality is used to get evidence lower bound (ELBO) of (7) which is given by,
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𝑙𝑜𝑔(𝑝(𝐺)) ≥ 𝓁(𝑝𝜏 , 𝑞𝛿)

= ∫ 𝑞𝛿(𝑍|𝐺)𝑙𝑜𝑔 𝑝𝜏 (𝐺,𝑍)
𝑞𝛿(𝑍|𝐺) 𝑑𝑍

= ∫ 𝑞𝛿(𝑍|𝐺)𝑙𝑜𝑔 𝑝𝜏 (𝐺|𝑍)𝑝(𝑧)
𝑞𝛿(𝑍|𝐺) 𝑑𝑍

= ∫ 𝑞𝛿(𝑍|𝐺)𝑙𝑜𝑔 𝑝(𝑧)
𝑞𝛿(𝑍|𝐺)𝑑𝑍 + ∫ 𝑞𝛿(𝑍|𝐺)𝑙𝑜𝑔𝑝𝜏 (𝐺|𝑍)𝑑𝑍

= −𝐷𝐾𝐿(𝑞𝛿, 𝑝) +𝐸𝑍∼𝑞𝛿 (𝑍|𝐺)[𝑙𝑜𝑔(𝑝𝜏 (𝐺|𝑍)))]

(8)

where 𝐷𝐾𝐿 denotes the Kullback-Leibler (KL) divergence.

In practice, given 𝐺, the representation 𝑍 can be determined by 𝑞𝛿(𝑧𝑖|𝐺) through a two-layer GCN (an encoder). Meanwhile, the 
reconstructed adjacency matrix �̂� is obtained by 𝑍 , and 𝑝𝜏 (𝐺|𝑍) is given by

𝑝𝜏 (𝐺|𝑍) =
(𝑛,𝑛)∏

(𝑖,𝑗)=(1,1)
𝑝(𝐴𝑖𝑗 |𝑧𝑖, 𝑧𝑗 ) (9)

with the definition that 𝑝(𝐴𝑖𝑗 = 1|𝑧𝑖, 𝑧𝑗 ) = 𝜎(𝑧𝑖𝑧𝑇𝑗 ).
Inspired by the success of VGAE, some extensive approaches also have been developed to exploit the heterogeneous information 

in attributed networks recently. Besides VGAE, other examples improve encoder and decoder to adapt certain learning task and 
enhance its performance, such as Linear Graph AE (LGAE) which replace the GCN encoder by a simple linear model and Linear 
Modularity-Aware VGAE (LMAVGAE) and GCN-based Modularity-Aware VGAE (GMAVGAE) [12] which introduce a community-

preserving message passing scheme to consider both the initial graph structure and modularity-based prior communities when 
computing embedding spaces. These extensive methods have similar working mechanism of VGAE. Although they perform well on 
attributed networks embedding, how to choose the dimension of latent embedding is still a challenge need to be puzzled.

2.4. K-means clustering

Community detection in network analysis is also called graph or network clustering [8]. Its goal is to identify high-quality groups 
whose vertices with higher similarity are in the same community rather than in different groups [1]. Although many algorithms for 
network analysis can utilize the structural data of network topology [16] for community detection, it is believed that using both 
structural and attribute information could yield more qualitative community detection results and provide sense to the detected 
communities. After translating network topology and node attributes to embedding (the vector structure data), some state-of-art 
unsupervised learning methods can be used to implement community detection. For instance, the k-means algorithm [8] aims to 
partition observations into different clusters, such that similar data objects remain within one cluster, whereas dissimilar ones are 
assigned to different clusters, possibly separating noise, serving as a prototype of the cluster [22].

Given data in matrix form 𝑋 = (𝑋1⋅, 𝑋2⋅, ..., 𝑋𝑛⋅)𝑇 that has 𝑛 observations (𝑋𝑖⋅ = (𝑥𝑖1, 𝑥𝑖2, ..., 𝑥𝑖𝑚)𝑇 is the 𝑖th observation). Assume 
that observations are divided into 𝐾 clusters, and 𝐶𝑘 is a set of observations in the 𝑘th cluster containing 𝑛𝑘 observations. The 
corresponding clustering centroid of the 𝑘th cluster is 𝜇 = (𝜇1⋅, 𝜇2⋅, ..., 𝜇𝐾⋅)𝑇 for 𝑘 = 1, 2, ..., 𝐾 . Let 𝑑𝑖𝑠𝑡(𝑋𝑖⋅, 𝑋𝑗⋅) ∈ [0, +∞) be the 
distance between any two points 𝑋𝑖⋅ and 𝑋𝑗⋅ for 𝑖, 𝑗 = 1, 2, ..., 𝑛. We introduce the total sum of distance 

∑𝐾

𝑘=1
∑
𝑖∈𝐶𝑘 𝑑𝑖𝑠𝑡(𝑋𝑖⋅, 𝜇𝑘⋅) as 

a criterion to divide observations into K clusters. Given the number of clusters 𝐾 , an optimal centroid set 𝜇⋆ = {𝜇⋆1 , 𝜇
⋆
2 , ..., 𝜇

⋆
𝐾
} that 

minimizes the criterion can be obtained. A different number of clusters 𝐾 yields different clustering centroids. Hence, to achieve 
optimal cluster validation, it is necessary to try many different 𝐾 values to obtain the global optimal solution. The formalization of 
the k-means algorithm is defined as

argmin
𝐾∑
𝑘=1

∑
𝑖∈𝐶𝑘

𝑑𝑖𝑠𝑡(𝑋𝑖⋅, 𝜇𝑘⋅) (10)

where 𝜇𝑘⋅ containing 𝑚 elements (𝜇𝑘1, 𝜇𝑘2, ..., 𝜇𝑘𝑚) and 𝑑𝑖𝑠𝑡(⋅, ⋅) can be the sum of squared 
∑𝑚

𝑗=1(𝑥𝑖𝑗 −𝜇𝑘𝑗 )
2. The process of finding K 

clusters is the optimization problem to minimize the sum of the distance between the observations and their centroids. Besides, other 
methods, such as hierarchical clustering, partitional clustering [29] and modularity-based methods [45] are also robust methods for 
community detection.

2.5. Motivations and innovations

Although studies on the embedding learning of attributed networks and community detection via clustering have been extensively 
conducted, yielding rich and fruitful results, some considerations are still required when applying these methods to analyze real data. 
For instance, determining the attributed network embedding dimension remains challenging. Many studies related to attributed 
network embedding learning have sometimes defined the embedding dimension based on the authors’ experience (e.g., 100, 200, 
or 300 dimensions) [10]. Meanwhile, various metrics for this purpose, such as the cross-validation error [44] and a new metric 
5

proposed by [11], have also been developed.
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Fig. 2. Framework of detecting communities through VGAE-based methods and bi-direction penalized k-means (BiPClust).

Despite the success of previous studies in dimension selection, further investigation into this problem for different applications is 
still necessary. The number (or dimension) of the embedding influences, to varying degrees, not only the accuracy of downstream 
learning tasks, but also the interpretation of the embedding to understand how it works. Similarly, the number of communities is 
also unknown to some extent, making it challenging for practitioners without a background or knowledge of the application. Con-

sequently, both unknown parameters can hinder the application of community detection in real data analysis. Thus, this study aims 
to develop a learning framework that automatically selects the embedding dimension and determines the number of communities 
based on VGAE-based method, k-means and regularized technique. To the best of our knowledge, this study is the first to combine 
these techniques, offering the following advantages:

• (1) it addresses the challenges of dimension selection and the determination of the number of communities through the automatic 
optimization of regularized k-means;

• (2) it provides both the computational algorithm and the statistical theorems as evidence, demonstrating that BiPClust can 
counteract the effects of redundant embedding and determine the unknown number of communities;

• (3) it established the existence of asymptotic estimation in our proposed k-means clustering method with fused lasso penalty, 
along with its selection consistency. The proposed clustering process is also applicable in the case of diverging dimensions;

• (4) it applies the algorithm for community detection to four benchmark datasets and syndicated investment networks in China 
to substantiate our theoretical analysis and show that BiPClust outperforms other methods.

3. Community detection based on VGAE-based methods and bi-direction penalized k-means

3.1. Overview of the learning framework

Our goal is to detect communities based on attributed networks. To achieve this goal, the framework comprises two components 
(shown in Fig. 2): VGAE-based methods [20] used to encode the attributed network into vectorized data, and the bi-direction 
penalized k-means clustering algorithm (BiPClust) used to detect communities based on the embedding learned from the first 
component.

Previous studies have demonstrated the effectiveness of VGAE-based methods in encoding attributed networks into new repre-

sentations, thereby enhancing the performance of downstream tasks. Therefore, we utilize the VGAE-based method to transform 
the unstructured attributed network into structured data (embedding) within our framework. It processes the unstructured data, en-

abling the clustering algorithm to handle the processed data. In embedding learning, dimension selection is a challenging yet crucial 
task that significantly influences how much information is retained from the original data in the processed data. Selecting the right 
dimension is essential, as a large dimension increases computational costs and the complexity for downstream tasks, while a small 
dimension may result in the loss of useful information.

Although dimension selection can be implemented via cross-validation for hyperparameter tuning, this process can be time-

consuming. Moreover, despite advanced dimension selection measures, they may not perform optimally in the embedding learning 
6

of the attribute graph. To mitigate computational costs in the embedding learning process, a good strategic approach is to skip the 



Information Sciences 657 (2024) 119969H. Yang, W. Xiang, J.-D. Luo et al.

dimension selection process and leave it to the downstream task. Additionally, opting for a relatively high-dimensional embedding 
is recommended to retain rich information from the attribute graph, including network topology and node attributes. However, this 
choice introduces low-informative representations in the downstream learning task, affecting task performance. Therefore, clustering 
algorithms need to counteract the effects of low-informative features to achieve a robust result.

In addition to the issue caused by informative embedding, the number of communities must be set before using conventional 
clustering algorithms for community detection. However, in real applications, the exact number of communities or clusters is often 
unknown and depends on the specific data. In some cases, it cannot be easily determined prior to data analysis. Similarly, we 
anticipate the algorithm’s capability to automatically detect communities with an inexact, relatively large number of clusters. In 
essence, when provided with an imprecise number of clusters, the algorithm should possess the ability to identify the optimal 
number of clusters. This allows for the grouping of observations with similar patterns within a cluster and distinct patterns between 
different clusters, enhancing the algorithm’s adaptability to real-world scenarios.

3.2. Bi-direction penalized k-means clustering algorithm (BiPClust)

To solve these two issues, we propose a bi-direction penalized k-means clustering algorithm (BiPClust). Given an embedding in 
matrix form 𝑍 = (𝑍1⋅, 𝑍2⋅, ..., 𝑍𝑛⋅)𝑇 that has 𝑛 observations, (𝑍𝑖⋅ = (𝑧𝑖1, 𝑧𝑖2, ..., 𝑧𝑖𝑝)𝑇 is the 𝑖th observation). Alternatively, 𝑍 can be 
also represented as the matrix of features (𝑍⋅1, 𝑍⋅2, ..., 𝑍⋅𝑝), where 𝑍⋅𝑗 = (𝑧1𝑗 , 𝑧2𝑗 , ..., 𝑧𝑛𝑗 )𝑇 is the 𝑗th feature. The idea of a regular-

ization technique is to construct a fused lasso penalty to restrain the difference between any two centroids to control the number of 
clusters [25,42]. If two centroids are close enough, they will be regarded as the same centroid, and then the two clusters they belong 
to will be merged into a single cluster. Besides constraining the number of clusters via the bound of the fused lasso, we also restrain 
centroids of features by a group lasso penalty [48,33], which constrains the value of the same dimension vector in multiple clusters 
to control useless features and achieve a sparse model. Without loss of generality, let 𝜙(‖𝜇𝑚⋅ − 𝜇1⋅‖1) (𝑚, 𝑙 = 1, 2, …, 𝐾; 𝑚 ≠ 𝑙) be the 
fused lasso penalty [34] and 𝜓(‖𝜇𝑚⋅‖2) be the group lasso penalty. The BiPClust is defined as

argmin
𝐾∑
𝑘=1

∑
𝑖∈𝐶𝑘

𝑑𝑖𝑠𝑡(𝑍𝑖⋅, 𝜇𝑘⋅)

𝑠.𝑡.

{ ∑
𝑚<𝑙 𝜙(‖𝜇𝑚⋅ − 𝜇𝑙⋅‖1) < 𝑠1∑𝑚

𝑗=1𝜓(‖𝜇𝑚⋅‖2) < 𝑠2
(11)

where 𝑠1 and 𝑠2 are the tuning parameter. Compared with the k-means method in (2), the new model in (11) adds the fused 
lasso penalty of constraint, the distance between cluster centers, and group lasso penalty of constraint characteristics. Under the 
constraint of penalties, clusters will be merged if their centroids are close enough and some low informative features that interfere 
with clustering will be controlled.

In this paper, we specify the penalty function as the combination of fused lasso penalty and group lasso penalty, which are given 
by 𝜙(‖𝜇𝑚⋅ − 𝜇𝑙⋅‖1) = ‖𝜇𝑚⋅ − 𝜇1⋅‖1 =∑𝑑0

𝑗=1 |𝜇𝑚𝑗 − 𝜇𝑙𝑗 | and 𝜓(‖𝜇𝑚⋅‖2) =√∑𝐾0
𝑘=1 𝜇

2
𝑘𝑗
), respectively. Note that the input embedding 𝑍

is standardized with zero mean ( 1
𝑛

∑𝑛

𝑖=1 𝑧𝑖𝑗 = 0) along each feature before clustering. According to the KKT (Karush–Kuhn–Tucker) 
condition [2], an optimal centroid set {𝜇⋆1 , 𝜇

⋆
2 , ..., 𝜇

⋆
𝐾0

} can be obtained through optimizing the regularized k-means clustering 
algorithm,

argmin
𝐾∑
𝑘=1

∑
𝑖∈𝐶𝑘

𝑑𝑖𝑠𝑡(𝑍𝑖⋅, 𝜇𝑘⋅) + 𝜆1
∑
𝑚<𝑙

𝜙(‖𝜇𝑚⋅ − 𝜇1⋅‖1) + 𝜆2 𝑚∑
𝑗=1
𝜓(‖𝜇𝑚⋅‖2) (12)

where 𝜆1 and 𝜆2 are the tuning parameters. Evidently, with two penalties, the algorithm is able to handle embeddings with redundant 
dimensions and also detect the number of clusters with an inexact number of clusters 𝐾 .

3.3. Theorem analysis

Let the entry 𝐿𝑖𝑘 of the assignment matrix 𝐿 have a value 1 if 𝑍𝑖⋅ belongs to the cluster 𝐶𝑘. For 1 < 𝑘 ≤𝐾 , let 𝐷𝑘 be a (𝑘 −1) ×𝐾
matrix, and

𝐷𝑘(𝑘−1)×𝐾 =
[
−𝐈(𝑘−1),𝟏(𝑘−1),𝟎(𝑘−1)×(𝐾−𝑘)

]
, (13)

where 𝐈 is the identity matrix, 𝟏 is a column vector with all elements 1, and 𝟎(𝑘−1)×(𝐾−𝑘) is (𝑘 − 1) × (𝐾 − 𝑘) zero matrix. For a fixed 
𝐿, we transform the regularized k-means clustering into the following form

argmin
𝑝∑
𝑗=1

{
1
𝑛
(𝑍⋅𝑗 −𝐿𝜇⋅𝑗 )𝑇 (𝑍⋅𝑗 −𝐿𝜇⋅𝑗 ) +

𝐾∑
𝑘=2

𝜓
(
𝐷𝑘𝜇⋅𝑗

)
+𝜑(𝜇⋅𝑗 )

}
(14)

where
7

𝜓(𝐷𝑘𝜇⋅𝑗 ) = 𝜆1||𝐷𝑘𝜇⋅𝑗 ||1, and 𝜑(𝜇⋅𝑗 ) = 𝜆2||𝜇⋅𝑗 ||2.
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Thus, according to the definition, for 1 < 𝑘 ≤𝐾 , we have

𝐷𝑘𝜇⋅𝑗 =
(
𝜇𝑘𝑗 − 𝜇1𝑗 , ..., 𝜇𝑘𝑗 − 𝜇(𝑘−1)𝑗

)𝑇
. (15)

Let �̃� be the estimated cluster centers from the standard K-means clustering. Then, the optimization problem (14) can be simplified 
to

argmin
𝑝∑
𝑗=1

{
1
𝑛
(𝑍⋅𝑗 −𝐿𝜇⋅𝑗 )𝑇 (𝑍⋅𝑗 −𝐿𝜇⋅𝑗 ) +

𝐾∑
𝑘=2

�̇�(𝐷𝑘𝜇⋅𝑗 ) + �̇�(𝜇⋅𝑗 )

}
, (16)

where �̇�(𝐷𝑘𝜇⋅𝑗 ) = 𝜆1
||𝐷𝑘𝜇⋅𝑗 ||1||�̃�⋅𝑗 ||2 , and �̇�(𝜇⋅𝑗 ) = 𝜆2

||𝜇⋅𝑗 ||2||�̃�⋅𝑗 ||2 .

Let 𝑍 be a random vector in 𝐑𝑝 with unknown distribution 𝑃 , and 𝑍1⋅, ..., 𝑍𝑛⋅ are the sequence of independent and identically 
distributed (i.i.d.) observations from the population 𝑍 . Denote the empirical probability measure as 𝑃𝑛. Then, the regularized K-

means clustering is to minimize

𝑊 (𝑈,𝑃𝑛) = ∫ min
𝜇𝑘⋅∈𝑈

||𝑥− 𝜇𝑘⋅||22𝑃𝑛(𝑑𝑥) + 𝑝∑
𝑗=1

{ 𝐾∑
𝑘=2

�̇�
(
𝐷𝑘𝜇⋅𝑗

)
+ �̇�(𝜇⋅𝑗 )

}
(17)

over 𝑈 = (𝜇1⋅, ..., 𝜇𝐾⋅)𝑇 . We solve the optimization problem (17), and denote the estimator as �̂� = (�̂�1⋅, ..., �̂�𝐾⋅)𝑇 . Let �̄� = (�̄�1⋅, ..., �̄�𝐾⋅)𝑇
be the true cluster centers which minimizes

𝑊 (𝑈,𝑃 ) = ∫ min
𝜇𝑘⋅∈𝑈

||𝑥− 𝜇𝑘⋅||22𝑃 (𝑑𝑥). (18)

The corresponding assignment matrices of 𝑍𝑖⋅, ..., 𝑍𝑖⋅ based on �̂� and �̄� are �̂� and �̄�, respectively. Suppose that

𝑍⋅𝑗 = �̄��̄�⋅𝑗 + 𝜖⋅𝑗 for 𝑗 = 1, ..., 𝑝, (19)

where 𝜖⋅𝑗 = (𝜖1𝑗 , ..., 𝜖𝑛𝑗 )𝑇 has independent components structure with 𝐸𝜖𝑖𝑗 = 0, and finite second moment.

In addition, we write 𝑓 (𝑛) = 𝑂(𝑔(𝑛)) if 𝑓 (𝑛) ≤ 𝑐𝑔(𝑛) for some constant 0 < 𝑐 <∞. The notation 𝑓 (𝑛) ≍ 𝑔(𝑛) means that 𝑓 (𝑛) =
𝑂(𝑔(𝑛)) and 𝑔(𝑛) =𝑂(𝑓 (𝑛)).

We obtain the asymptotic estimation of regularized K-means clustering, which is based on the combination of fused lasso and 
group lasso penalties.

Theorem 1. Let 𝑍𝑖⋅ be the vector of optimal K-means cluster centers for independent sampling from a distribution 𝑃 , and 𝑍⋅𝑗 satisfies the 
model (19).

• (i) �̄� is unique up to relabeling of its coordinates;

• (ii) ∫ ||𝑍||22𝑃 (𝑑𝑥) <∞;

• (iii) The probability measure 𝑃 has a continuous density 𝑓 on 𝐑𝑝;
• (iv) There exists a dominating function 𝑔(⋅) such that 𝑓 (𝑥) ≤ 𝑔(||𝑥||2), and 𝑟𝑝𝑔(𝑟) is integrable on interval [0, ∞);
• (v) Denote 𝜙(𝑥, 𝑈 ) = min ||𝑥 − 𝜇𝑘⋅||22. Let Γ be the second derivative matrix of the mapping 𝑈 → 𝑃𝜙(⋅, 𝑈 ) for distinct centers 𝜇𝑙⋅. 

Matrix Γ is positive definite matrix at 𝑈 = �̄�.

If 𝜆1 ≍ 𝜆2, 𝑛1∕2𝜆𝑙𝑝 → 0, and 𝑛−2𝜆−2
𝑙
𝑝 → 0 as 𝑛 →∞ for 𝑙 = 1, 2, then �̂�→ �̄� almost surely and ||�̂� − �̄�||2 =𝑂𝑝(𝑛1∕2𝜆𝑙𝑝−1).

We apply the main result in Pollard [28] to the regularized K-means clustering problem. The matrix Γ should be a 𝐾𝑝 × 𝐾𝑝
matrix, since the estimated centroid �̂� is a 𝑝 × 𝐾 matrix in our setting. See Pollard [28] for more details. The proof is shown in
appendix A.

Let 𝑝0 < 𝑝. For 𝑗 ≤ 𝑝0, we suppose ||�̄�⋅𝑗 ||2 ≠ 0, otherwise, ||�̄�⋅𝑗 ||2 = 0. Let  = {1, ..., 𝑝0} and 𝑐 = {𝑝0 + 1, ..., 𝑝}.

To propose the asymptotic selection consistency of the regularized K-means clustering, one more condition is needed.

• (vi) argmin ||𝑍𝑖⋅ − 𝜇𝑘⋅||22 is unique with probability one.

Theorem 2. 𝑍𝑖⋅ generated from 𝑃 , and 𝑍⋅𝑗 satisfies the model (19). Under the assumptions in Theorem 1 and Assumption (vi),

𝑃 (||�̂�⋅𝑗 ||2 = 0)→ 1 (20)

for any 𝑗 ∈𝑐 .

The asymptotic estimation and asymptotic selection consistency of regularized K-means clustering were also studied by Sun et 
al. [33] under the conditions (i)-(vi). Instead of the method of Sun et al. [33], the regularized K-means clustering considered in 
8

the current paper is based on both fused lasso and group lasso penalties, and is more effective for the data that contains some low 



Information Sciences 657 (2024) 119969H. Yang, W. Xiang, J.-D. Luo et al.

informative features. We revisit their results and provide several extensions to fused-and-group lasso penalty. The proof is shown in
appendix B.

3.4. Computational algorithm

In this section, the augmented lagrangians and the method of multipliers are introduced to solve the optimization problem in 
(12). Let Θ𝑘 be the difference between 𝜇𝑘 and 𝜇𝑙 (𝑙 ≠ 𝑘 and 𝑙 = 1, 2, ..., 𝐾), such that

Θ𝑘 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝜃𝑘11 𝜃𝑘12 ⋯ 𝜃𝑘1𝑝
𝜃𝑘21 𝜃𝑘22 ⋯ 𝜃𝑘2𝑝
⋯ ⋯ ⋯ ⋯

𝜃𝑘(𝑘−1)1 𝜃𝑘(𝑘−1)2 ⋯ 𝜃𝑘(𝑘−1)𝑝
𝜃𝑘(𝑘+1)1 𝜃𝑘(𝑘+1)2 ⋯ 𝜃𝑘(𝑘+1)𝑝
⋯ ⋯ ⋯ ⋯
𝜃𝑘
𝐾1 𝜃𝑘

𝐾2 ⋯ 𝜃𝑘
𝐾𝑝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(21)

To simplify our study, the optimization problem in (12) can be represented in matrix form using a sample matrix 𝑍 learned by the 
VGAE-based method, a clustering centroid matrix 𝜇, and some assign matrices. For example, one assign matrix is 𝐿, which allocates 
samples to a different cluster, such that 𝐿𝑖𝑖 = 1, 𝐿𝑖𝑗 = 1 if 𝑖th sample and 𝑗th sample belong to the same cluster (𝑖, 𝑗 = 1, 2, ..., 𝑛) or 
set to 0s otherwise. Other assign matrices are {𝐷1, 𝐷2, ..., 𝐷𝐾}, used to define the fused lasso penalty. Their definition is similar to 
the previous one. For 𝑖th row, its 𝑘th entry is set to 1, 𝑖 entry is set to −1, and left elements are set to 0s. Therefore, the problem can 
be rewritten as

argmin{1
2

𝑚∑
𝑗=1

(𝑍⋅𝑗 −𝐿𝜇⋅𝑗 )𝑇 (𝑍⋅𝑗 −𝐿𝜇⋅𝑗 )

+
𝜆1
2

𝐾∑
𝑘=1

(𝜃𝑘⋅𝑗 −𝐷
𝑘𝜇⋅𝑗 )𝑇 (𝜃𝑘⋅𝑗 −𝐷

𝑘𝜇⋅𝑗 )

+ 𝜆3𝑤𝑗‖𝜇⋅𝑗‖2
+
𝜆2
2

𝐾∑
𝑘=1
‖𝜃𝑘⋅𝑗‖1}

(22)

where 𝜆1, 𝜆2 and 𝜆3 are tuning parameters. In order to deduce the solution, we first need to compute the derivative of (22). Let 
𝑓 (𝜇; 𝜃) be the loss function in (22), gradient of 𝑓 (𝜇; 𝜃) in the 𝜇⋅𝑗 , and 𝜃𝑘⋅𝑗 directions are

𝜕𝑓 (𝜇;𝜃)
𝜕𝜇⋅𝑗

= −𝐿𝑇 (𝑍⋅𝑗 −𝐿𝜇⋅𝑗 )

− 𝜆1
𝐾∑
𝑘=1

(𝐷𝑘)𝑇 (𝜃𝑘⋅𝑗 −𝐷
𝑘𝜇⋅𝑗 )

+ 𝜆2
𝑤𝑗𝜇⋅𝑗‖𝜇⋅𝑗‖2

(23)

and

𝜕𝑓 (𝜇;𝜃)
𝜕𝜃𝑘⋅𝑗

= 𝜆1(𝜃𝑘⋅𝑗 −𝐷
𝑘𝜇⋅𝑗 ) + 𝜆3𝑠𝑖𝑔𝑛(𝜃⋅𝑗 ) (24)

After algebraic calculation, we have

(𝐿𝑇𝐿+ 𝜆1
𝐾∑
𝑘=1

(𝐷𝑘)𝑇𝐷𝑘 +
𝜆2𝑤𝑗‖𝜇⋅𝑗‖2 𝐼)𝜇⋅𝑗 =𝐿𝑇𝑍⋅𝑗 + 𝜆1(𝐷𝑘)𝑇 𝜃𝑘⋅𝑗 , (25)

where 𝑑𝑖𝑎𝑔(𝐿𝑇𝐿) = 𝑛𝑘, which means that entries of 𝐿𝑇𝐿 are the sample size of the corresponding cluster the sample belongs to, and

𝐾∑
𝑘=1

(𝐷𝑘)𝑇𝐷𝑘 =
⎛⎜⎜⎜⎝
𝐾 0 ⋯ 0
0 𝐾 0 ⋯
⋯ ⋯ ⋯ ⋯
0 ⋯ 0 𝐾

⎞⎟⎟⎟⎠− 𝟏𝟏𝑇 (26)
9

Therefore, if 𝜇⋅𝑗 ≠ 0, the solution of 𝜇⋅𝑗 can be updated by the following algorithm step by step until convergence.
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Proposition 1. Given the tuning parameters 𝜆1 , 𝜆2 and 𝜆3, according to the KKT condition, 𝜇(𝑠+1)⋅𝑗 and 𝜃(𝑠+1)(𝑘𝑙)𝑗 are updated respectively by

𝜇
(𝑠+1)
⋅𝑗 =

⎧⎪⎨⎪⎩
𝐿𝑇 𝑍⋅𝑗+𝜆1(𝐷𝑘)𝑇 𝜃

𝑘,𝑠

⋅𝑗

(𝑛𝑘+𝜆1(𝐾−1))‖𝐿𝑇 𝑍⋅𝑗+𝜆1(𝐷𝑘)𝑇 𝜃
𝑘,𝑠

⋅𝑗 ‖22 , if ‖𝐿𝑇𝑍⋅𝑗 + 𝜆1(𝐷𝑘)𝑇 𝜃
𝑘,𝑠

⋅𝑗 ‖22 > 𝜆2𝑤𝑗
0, otherwise

(27)

and

𝜃
(𝑠+1)
(𝑘𝑙)𝑗 =

{
𝑆+(𝜇

(𝑠+1)
𝑘𝑗

− 𝜇(𝑠+1)
𝑙𝑗

,
𝜆3
𝜆1
), if |𝜇(𝑠+1)

𝑘𝑗
− 𝜇(𝑠+1)

𝑙𝑗
| > 𝜆3

𝜆1
0, otherwise

(28)

for 𝑘, 𝑙 = 1, 2, …, 𝐾 and 𝑘 ≠ 𝑙; 𝑗 = 1, 2, …, 𝑝. 𝑆+(𝑎, 𝑏) = 𝑠𝑖𝑔𝑛(𝑎)(|𝑎| − 𝑏)+ is the soft-thresholding rule, and (𝑥)+ = 𝑥 takes the positive part 
of 𝑥, so that (|𝑎| − 𝑏)+ = |𝑎| − 𝑏 if |𝑎| > 𝑏; (|𝑎| − 𝑏)+ = 0 otherwise.

The reason why the algorithm works is shown in appendix C. According to Proposition 1, centroids of feature 𝑗 in different 
clusters will be updated if and only if ‖𝐿𝑇𝑍⋅𝑗 + 𝜆1(𝐷𝑘)𝑇 𝜃𝑘⋅𝑗‖22 > 𝜆2𝑤𝑗 ; otherwise, they will be taken as noisy features and removed 
from clustering. Similarly, the difference 𝜃(𝑘𝑙)𝑗 between any two centroids along the feature 𝑗 will be updated if and only if 𝑆|𝜇𝑘𝑗 −
𝜇𝑙𝑗 | > 𝜆3

𝜆1
; otherwise, it will be set to zero. These two processes enable the proposed algorithm to select features and determine 

the number of clusters from high-dimensional data. As a result, we present the whole algorithm for detecting communities in the 
attribute network Algorithm 1 as follows.

Algorithm 1 Process of detecting communities through the proposed framework.

Input: The attribute networks 𝐆, uncertain number of dimension 𝑝, uncertain number of clusters 𝐾 , and tuning parameters 𝜆1, 𝜆2 and 𝜆3 .

1: Given uncertain number of dimension 𝑝, learning embedding 𝐙 of 𝐆.

2: Given tuning parameters 𝜆1 , 𝜆2 and 𝜆3 , and taking embedding 𝐙 as input, call BiPClust.

3: Initializing clustering centroids 𝜇𝟎 = 𝜇01⋅ , 𝜇02⋅ , ..., 𝜇0𝐾⋅ .

4: Repeat:

5: Updating 𝜇(𝑠+1) = {𝜇(𝑠+1)1⋅ , 𝜇(𝑠+1)2⋅ , ..., 𝜇(𝑠+1)
𝐾⋅ } thought function (27).

6: Removing the useless latent variable 𝑗 if and only if 𝜇(𝑠+1)
𝑘𝑗

= 0 for 𝑘 = 1, 2, ..., 𝐾 .

7: Updating 𝚯(𝑠+1) = {𝜃(𝑠+1)
𝑘𝑙⋅ } for 𝑘, 𝑙 = 1, 2, ..., 𝐾 thought function (28).

8: Merging two centroids 𝑘 and 𝑙 if and only if 𝜃(𝑠+1)
𝑘𝑙𝑗

= 0 for 𝑗 = 1, 2, ..., 𝑝.
9: Until ‖𝜇(𝑠+1) − 𝜇(𝑠)‖ < 𝜖 and ‖𝚯(𝑠+1) −𝚯(𝑠)‖ = 𝜖.

Output: Clustering results and a subset of latent variables.

3.5. Tuning parameters

The optimal tuning parameters 𝜆1, 𝜆2 and 𝜆3 are obtained when they make the Calinski-Harabasz index (CHI) and the Davies-

Bouldin index (DBI). Both indices can be used to evaluate the clustering algorithm when ground truth labels are unknown and 
the clusters obtained are evaluated using the quantities and the features inherent to the dataset. They are most commonly used to 
evaluate the quality of the split using a k-Means clustering algorithm for a given number of clusters. A high CHI means the clusters 
are dense and well-separated, while a low value of DBI indicates the accuracy of clustering results. Therefore, both the CHI and DBI 
are employed for selecting optimal unknown parameters, such as the tuning parameters 𝜆1, 𝜆2 and 𝜆3 in our study and the unknown 
number of clusters in k-means or its extensive algorithms. We solve the maximization problem of the CHI and DBI and search for 
optimal tuning parameters using grid search: first fetching certain tuning parameters through the search space to obtain clustering 
results, followed by computing the CHI and DBI to validate clustering, and finally obtaining the optimal tuning parameters, which 
maximize indexes.

4. Experiments and results

In this section, we describe the experiments performed on four benchmark datasets to validate the community detection perfor-

mance of the proposed approach.

4.1. Benchmark datasets

To evaluate the performance of BiPClust, four benchmark datasets were used in our experiments. The first one is Cora dataset, 
comprising 2,708 scientific publications classified into seven classes (each class contains many publications coming from the same 
research field) and the citation network consists of 5,278 edges. Besides the network structure, each publication in the dataset 
is described by a 0/1-valued word vector indicating the absence/presence of the corresponding word from the dictionary. The 
dictionary consists of 1,433 unique words seen as the features of publications (more details can be found on the website: https://

relational .fit .cvut .cz /dataset /CORA). The second one is Citeseer dataset, which consists of 3,312 scientific publications classified into 
10

six classes (or communities). The citation network consists of 4,732 edges and the dictionary consists of 3,703 unique words (more 

https://relational.fit.cvut.cz/dataset/CORA
https://relational.fit.cvut.cz/dataset/CORA
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Table 1

Descriptive statistical analysis of two benchmark data.

Dataset #Nodes #Edges # Average Degree #Attributes # Labels HP-score

Cora 2708 5278 3.89 1433 7 0.84

Citeseer 3312 4660 2.81 3703 6 0.85

Wiki 2405 17981 14.95 4973 17 0.88

Pubmed 19717 44338 4.50 500 3 0.92

details at https://linqs .soe .ucsc .edu /data). Beyond the two datasets, other two networks such as Wiki network (more details can be 
found in [41]) and Pubmed network (more details at https://pubmed .ncbi .nlm .nih .gov/) are also involved in our experiments to 
show the performance of proposed method on these special networks. One is a small network but has many communities but another 
is a large network but has few communities. These four datasets can be seen as attribute networks and the attributes of each node 
are the bag-of-words extracted from the corresponding paper. These datasets have been used to validate approaches of embedding 
learning and machine learning for analyzing the attribute network [41,12]. We choose them as benchmark datasets for two reasons. 
The first one is the number of nodes and communities in our data are similar to Cora and CiteSeer. The second reason is we want to 
show our method works well on different scales of networks. Pubmed contains 19,717 nodes but only 3 communities which means it 
has the low signal-to-noise ratio in comparison with Wiki which contains 2405 nodes but 17 communities. The documents in Cora, 
Citeseer and Pubmed are short texts, while documents in wiki are long texts so that nodes in wiki have more features.

The average degree of nodes in four networks is measured as a simple description of network characteristics. Before analyzing, 
the Hopkins statistic, which measures the cluster tendency of a dataset, is calculated for each dataset to judge whether it is suitable 
for clustering. The descriptive statistical analysis of these two datasets is summarized in Table 1.

4.2. Clustering results for the benchmark datasets

Experiment results are conducted based on the setting described as follows. Firstly, the VGAE-based methods are applied to learn 
the representation of the attribute network given a dimension of embedding (e.g., 16 or 64). By setting different dimensions, we 
demonstrate the robustness of clustering algorithms in the following steps. We visualize the samples by using t-Distributed Stochastic 
Neighbor Embedding (t-SNE) [24] (a technique for dimensionality reduction that is particularly well-suited for the visualization of 
high-dimensional datasets) to show whether the embedding represents the actors well when we know the true label. Appendix D

shows that the boundaries between the clusters are not completely clear based on VGAE, other VGAE-based methods have similar 
results. It probably contains noise information for distinguishing samples that needs to be removed during clustering.

Since, unlike BiPClust, VGAE-based methods are unable to directly detect the number of clusters, CH and DBI indexes are also 
used for that purpose. Following the conclusion in Luxburg [35], we set the clustering number from 2 to 

√
𝑛 for the methods that are 

unable to determine the number of clusters, but empirically set 
√
𝑛, where 𝑛 is the sample size, for the methods that can determine it. 

To illustrate this, the proposed method may be applied to these datasets with varying numbers of clusters and the resulting clusters 
compared to the ground truth. Finally, we assess the quality of clustering results via clustering internal validation indices, such as 
purity, accuracy, F1-score and adjusted rand index (as mentioned in previous studies [42]). For all indices, the larger their value, 
the better the performance of clustering algorithm. In addition, the number of clusters is also reported to evaluate the ability to 
determine the unknown number of clusters. According to experimental settings, we evaluate the learned representation by analyzing 
the clustering results obtained by clustering methods.

According to experimental settings, we evaluate the learned representation by analyzing the clustering results obtained by 
BiPClust and the other clustering algorithms, namely the classic k-means algorithm (Kmeans), the classic Hierarchical clustering 
algorithm (HClust), the sparse k-means algorithm (Sparcl) [37], and the penalized clustering algorithm (PClust) [42], and the group-

lasso penalized clustering algorithm (GClust) [33]. We repeatedly run each clustering methods 50 times and then compute the 
average value of all evaluation metrics. The experiment is evaluating the performance of BiPClust in comparison with other cluster-

ing algorithms with the obtained embedding matrix. The number of clusters is obtained through optimizing CH and DBI indexes. We 
only present clustering results of the embedding learned by VGAE and LMAVGAE for two reasons. One is many VGAE-based methods 
are the extensive methods of VGAE; another is because LMAVGAE performs well on four benchmark datasets (shown in Table A.1

in Appendix) consistent with previous research findings. Thus, the results on four benchmark datasets including both VGAE and 
LMAVGAE are shown in Tables 2 and 3.

A first analysis of the results for four benchmark datasets reveals that BiPClust performs as well or even better than other clustering 
approaches given two different dimensions (64 and 16). It shows the highest values for most clustering validation indices, though 
the purity of HClust, Sparcl and GClust is greater than that of our method in the cases where they obtain more clusters. Secondly, 
BiPClust is always close to the true number of clusters (e.g., the true clusters of CiteSeer are 6 vs the 7 and 5 clusters found in our 
results). In addition, BiPClust also performs extremely well in different dimensions of embedding (from 64 to 16), even with less 
informative representations. Furthermore, the results of BiPClust exhibit a smaller gap for different dimensions compared to other 
methods, which shows that it is a relatively more robust algorithm. By contrast, PClust and Kmeans are unable to recognize what 
11

features are noisy, despite their ability to cluster high-level noisy data. Likewise, the Sparcl approach cannot select features correctly.

https://linqs.soe.ucsc.edu/data
https://pubmed.ncbi.nlm.nih.gov/
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Table 2

Evaluation of clustering results based on the learned embedding by VGAE with different dimensions.

Dataset # of Embedding Method # of Clusters Purity Accuracy F1 ARI NMI

Cora 16 BiPClust 7 65.30% 63.50% 48.13% 37.35% 43.65%

Kmeans 7.8 65.10% 57.13% 44.13% 33.90% 42.89%

HClust 7.5 61.86% 57.98% 45.39% 33.71% 40.38%

Sparcl 8 62.25% 55.51% 41.22% 30.46% 39.85%

Gclust 9 66.17% 55.23% 42.36% 32.86% 42.51%

PClust 8.75 64.93% 56.28% 43.07% 33.06% 43.03%

64 BiPClust 9.6 66.26% 56.80% 44.39% 31.22% 43.64%

Kmeans 5.6 52.84% 51.11% 38.93% 21.81% 36.52%

HClust 12.2 61.52% 44.10% 33.42% 18.10% 37.43%

Sparcl 5.75 43.57% 41.62% 29.82% 13.30% 20.58%

Gclust 6 60.25% 54.94% 44.46% 28.69% 40.77%

PClust 7.5 60.08% 54.34% 43.11% 24.30% 42.68%

Citeseer 16 BiPClust 7 52.21% 44.57% 31.61% 16.23% 22.61%

Kmeans 8.33 49.37% 35.13% 27.13% 13.41% 20.36%

HClust 8.33 47.67% 35.28% 26.76% 9.94% 19.98%

Sparcl 8.33 48.42% 35.23% 26.36% 12.52% 19.06%

Gclust 4 42.65% 41.80% 32.01% 11.16% 18.82%

PClust 5 44.83% 43.23% 32.06% 10.67% 21.96%

64 BiPClust 5 45.16% 42.53% 31.35% 10.87% 21.00%

Kmeans 6 43.33% 39.24% 28.22% 9.11% 18.86%

HClust 5 37.54% 34.79% 29.59% 4.80% 16.25%

Sparcl 6 35.38% 32.06% 22.80% 5.17% 9.37%

Gclust 4.5 40.59% 38.71% 30.09% 7.60% 18.92%

PClust 7 41.57% 35.75% 29.43% 5.55% 19.74%

Wiki 16 BiPClust 10 46.61% 45.47% 32.83% 24.92% 40.05%

Kmeans 9 43.59% 42.09% 31.39% 22.90% 38.17%

HClust 7.67 39.49% 38.37% 29.05% 19.37% 34.56%

Sparcl 9 43.59% 42.04% 30.97% 22.39% 37.80%

Gclust 10.67 46.47% 45.09% 32.08% 24.45% 40.04%

PClust 11.67 47.55% 43.63% 31.11% 23.76% 39.24%

64 BiPClust 13.75 56.50% 49.62% 35.06% 28.72% 43.95%

Kmeans 14 54.26% 47.65% 32.12% 25.30% 43.08%

HClust 9.5 46.39% 43.18% 27.83% 17.47% 38.91%

Sparcl 14 54.47% 48.13% 32.33% 25.64% 42.86%

Gclust 13.75 52.69% 47.68% 32.44% 25.34% 42.31%

PClust 13.25 54.46% 48.32% 33.41% 26.54% 43.29%

Pubmed 16 BiPClust 3 66.65% 66.65% 51.92% 26.01% 26.05%

Kmeans 3 66.34% 66.34% 51.61% 25.56% 25.74%

HClust 4 69.93% 59.50% 49.08% 27.60% 28.69%

Sparcl 3 65.80% 65.80% 50.72% 24.44% 24.37%

Sparcl 3 66.16% 66.16% 51.40% 25.26% 25.50%

PClust 3 66.54% 66.54% 51.83% 25.86% 25.95%

64 BiPClust 3 65.80% 65.80% 52.02% 25.58% 28.24%

Kmeans 4 69.47% 52.61% 47.15% 24.85% 29.20%

HClust 5 68.02% 50.51% 42.26% 20.12% 23.80%

Sparcl 4 61.87% 51.34% 43.19% 17.55% 22.49%

Sparcl 4 69.47% 52.69% 47.03% 24.71% 29.06%

PClust 4 67.00% 52.14% 44.70% 21.11% 26.06%

4.3. Clustering analysis of data with different numbers of embedded features

By comparing the clustering results for different numbers of embeddings except 16 and 64, we demonstrate the impact that 
dimensionality has on the quality of clustering results and the importance of selecting an appropriate number of embeddings for 
a given dataset. VGAE-based methods are applied to learn the representation of Cora given a dimension of embedding (e.g., 24, 
32 and 48) first, and then various clustering methods have performed on Cora and obtained the clustering results to compare the 
clustering results for different numbers of embedding. Results in Tables A.4 and A.5 show the number of embedded features or the 
dimensionality of the embedding space can have a significant impact on the clustering performance. However, the proposed new 
method outperforms other methods regardless of the number of embedded features set, indicating that it is a robust and effective 
method.

4.4. Clustering analysis of data with different tuning parameters

To illustrate the process of tuning parameters, we perform the proposed clustering method on the Cora dataset with different 
12

tuning parameters and evaluate the clustering results using same metrics mentioned before previous section. Our goals are searching 
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Table 3

Evaluation of clustering results based on the learned embedding by LMAVGAE with different dimensions.

Dataset # of Embedding Method # of Clusters Purity Accuracy F1 ARI NMI

Cora 16 BiPClust 6.8 69.43% 66.27% 53.88% 43.22% 50.45%

Kmeans 7.8 68.21% 58.68% 47.97% 37.47% 46.90%

HClust 7.6 66.49% 62.94% 49.52% 37.73% 45.44%

Sparcl 7.8 58.80% 50.64% 38.00% 26.14% 36.72%

Gclust 9 71.62% 57.84% 47.07% 37.83% 48.84%

PClust 8.6 67.61% 58.09% 46.01% 35.57% 46.41%

64 BiPClust 9 65.76% 57.21% 45.21% 31.14% 45.30%

Kmeans 6.4 56.96% 55.66% 42.70% 24.62% 37.53%

HClust 16.2 63.83% 40.36% 31.52% 16.81% 38.71%

Sparcl 6.4 37.68% 31.93% 23.84% 7.57% 12.26%

Gclust 8 61.81% 52.58% 40.04% 26.41% 39.83%

PClust 7.4 60.33% 54.31% 41.27% 21.33% 42.09%

Citeseer 16 BiPClust 5.67 48.57% 46.92% 33.23% 13.24% 23.50%

Kmeans 4.67 44.56% 43.24% 32.59% 12.49% 22.44%

HClust 3 40.44% 40.44% 33.06% 8.88% 18.70%

Sparcl 4.67 48.09% 46.54% 33.63% 14.76% 21.74%

Gclust 5 45.49% 44.33% 31.97% 14.42% 20.40%

PClust 6 46.46% 42.90% 31.90% 12.89% 22.65%

64 BiPClust 6.67 46.45% 43.36% 32.00% 10.64% 22.67%

Kmeans 6.33 45.35% 42.21% 31.07% 10.50% 22.25%

HClust 3 40.01% 40.01% 32.78% 11.85% 18.32%

Sparcl 6.33 45.30% 41.88% 30.65% 11.39% 21.45%

Gclust 4.67 43.80% 43.26% 31.95% 10.76% 20.75%

PClust 7.67 47.07% 40.33% 30.35% 9.91% 23.53%

Wiki 16 BiPClust 15 57.06% 48.86% 35.38% 29.52% 45.23%

Kmeans 13.5 52.51% 46.82% 33.25% 26.46% 43.53%

HClust 9.5 47.42% 45.62% 30.56% 21.26% 39.93%

Sparcl 13.5 52.22% 45.38% 32.32% 25.50% 42.01%

Gclust 14 54.27% 47.73% 33.57% 27.09% 43.95%

PClust 13.75 54.23% 48.45% 35.03% 28.77% 44.05%

64 BiPClust 15 54.95% 47.05% 31.59% 24.91% 42.49%

Kmeans 15.25 53.49% 42.53% 27.48% 19.21% 40.82%

HClust 8.75 46.89% 45.80% 27.56% 15.85% 39.01%

Sparcl 15.25 52.08% 42.42% 26.80% 18.80% 39.29%

Gclust 15.25 53.88% 44.94% 29.10% 21.83% 41.33%

PClust 15.25 54.35% 45.53% 29.31% 21.06% 42.23%

Pubmed 16 BiPClust 3 65.45% 65.45% 52.03% 25.44% 25.90%

Kmeans 3 65.42% 65.42% 52.02% 25.41% 25.91%

HClust 3 55.87% 54.60% 45.08% 13.06% 19.55%

Sparcl 3 65.19% 65.19% 52.07% 25.32% 26.46%

Gclust 3 65.29% 65.29% 51.84% 25.18% 25.75%

PClust 3 65.41% 65.41% 52.00% 25.39% 25.89%

64 BiPClust 4 67.67% 52.28% 45.27% 21.95% 26.93%

Kmeans 5 62.29% 45.86% 38.74% 15.25% 21.50%

HClust 6 67.78% 49.45% 41.22% 19.30% 23.71%

Sparcl 5 64.01% 42.69% 39.33% 16.72% 23.94%

Gclust 4 67.56% 52.69% 45.14% 21.76% 26.61%

PClust 4 67.62% 52.37% 45.25% 21.90% 26.89%

the optimal parameters (including 𝜆1, 𝜆2 and 𝜆3) to maximize CH and DBI indexes using the strategy of a grid search. First, we define 
a grid of hyperparameters to search over. Second, for each combination of hyperparameters, we apply the clustering algorithm to 
our dataset and compute the CH and DBI indices. Then, we store the results of each combination of hyperparameters, along with the 
corresponding CH and DBI scores. Next, we analyze the results and identify the hyperparameters that maximizes the CH and DBI 
indices. Finally, we select the optimal hyperparameters that produce the highest CH and lowest DBI scores and use them to perform 
clustering on the full dataset. Results in Table A.6 indicate the proposed method can find the suitable combination of hyperparameters 
to optimize CH and DBI scores.

4.5. Computational complexity analysis

According to Algorithm 1, the computational complexity of BiClust depends on four operations. The most important two steps 
are updating 𝜇 and are updating Θ. Because dimension of Θ is determined by the initial number of clusters which is smaller than √
13

𝑛 and Θ is calculated by subtraction operation, the computational complexity of updating Θ can be ignored. In this case, analyzing 
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Fig. 3. Computational complexity analysis with different iterations.

Table 4

Brief description of syndicated investing networks.

Dataset #Nodes #Edges # Average Degree #Attributes HP-score

2001-2005 130 162 4.98 28 0.72

2006-2010 484 1069 4.42 28 0.79

2011-2015 1047 2768 5.29 28 0.83

the complexity of updating 𝜇 can understand the whole computational complexity of the proposed method. Observing the updating 

equation 
𝐿𝑇 𝑍⋅𝑗+𝜆1(𝐷𝑘)𝑇 𝜃

𝑘,𝑠

⋅𝑗

(𝑛𝑘+𝜆1(𝐾−1))‖𝐿𝑇 𝑍⋅𝑗+𝜆1(𝐷𝑘)𝑇 𝜃
𝑘,𝑠

⋅𝑗 ‖22 , it seems a little complexity but the most time consuming is (𝐷𝑘)𝑇 𝜃𝑘,𝑠⋅𝑗 ; and because 𝐿 is the 

assign matrix, 𝐿𝑇𝑍⋅𝑗 will be not changing in the process of estimating 𝜇, this part does not need to be calculated each iteration. 
Therefore, without considering the role of two penalties, the most time consuming part has computational complexity of 𝑂(𝐼𝐾2𝑝)
where 𝐼 is the maximum number of iterations, 𝐾 is the number of clusters and 𝑝 is the dimensionality of the data. Through observing 
the working process of the proposed method while analyzing benchmark datasets, we found: (1) the running time increases linearly 
with the number of iterations and the proposed algorithm converges after reaching a certain number of iterations (shown in Fig. 3); 
(3) the larger the embedding dimension, the longer it takes (shown in Fig. 3-A); and (2) the larger the dataset size, the longer it takes 
(shown in Fig. 3-B).

5. Application

In this section, we use the proposed approach to exploit the syndicated investment network and detect communities to trace the 
changes in the venture capital (VC) market in China from 2001 to 2015. Furthermore, we obtain some interesting results related to 
the Chinese VC market by analyzing the changing structure.

5.1. Data collection

In the subsequent analysis, we employ the proposed method to analyze the syndicated investment network and identify commu-

nities, offering insights to track changes in the VC market in China. In particular, we focus on the syndicated investment networks 
generated from 2001 to 2015. The data have been collected from major VC databases, including ChinaVenture, Zero2IPO, and the 
Venture Capital Research Institute’s annual report, which contains data regarding all public investments and relevant indexes in 
the VC field in China. Building on a previous study [13], we employ non-overlapping 5-year windows to construct the syndicated 
investment network. This assumption is grounded in the belief that such relationships erode over time. The chosen window allows 
adequate time to identify VCs’ preferences for syndication while avoiding excessively long periods that may contain stale information. 
VCs are indirectly linked through their joint investments in one or more firms. Each edge of the network is coded as 1, signifying a 
connection between two firms through a joint investment in a specific investment round, while 0 indicates no such connection [43]. 
Thus, three networks are defined based on three time windows to describe changes in the communities. The first window gathers 
130 VCs, containing 162 co-investing activities in three stages (i.e., the initial, expansion, and seed stages) from 2001 to 2005. The 
second one collects 484 VCs with 1,069 co-investing activities from 2006 to 2010, and the last one includes 1,047 VCs and 2,768 
co-investing activities from 2011 to 2015. More details on the three syndicated investment networks are presented in Table 4.

In addition to syndicated networks, VCs’ attributes derived from investment events are also considered in our analysis. Each event 
indicates that a VC firm has invested in a startup. Investment information includes which startup a VC has invested in, when and 
where, which industry the startup belongs to, and the investing period (such as initial, expansion, and seed stages), and round (A, B, 
C, D, E, F, and G rounds). Usually, most investors prefer to invest in several firms, industries, areas, stages, and rounds to diversify 
14

investment risks. Some VCs have more resources than others. They tend to operate on a larger scale and have greater experience 
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Table 5

Clustering results of venture capital firms.

Dataset Dimension Selected Dimension Clusters Number of each clusters

2001-2005 16 14 6 1(28), 2(34), 3(16), 4(10), 5(20), 6(22)

64 53 6 1(26), 2(33), 3(19), 4(10), 5(18), 6(24)

2006-2010 16 13 7 1(76), 2(88), 3(85), 4(32), 5(42), 6(100), 7(61)

64 44 6 1(114), 2(93), 3(83), 4(66), 5(45), 6(83)

2011-2015 16 15 5 1(158), 2(330), 3(212), 4(223), 5(124)

64 36 5 1(177), 2(253), 3(222), 4(241), 5(154)

Fig. 4. Importance of embedding in different clustering results.

than those who can invest only small amounts. Therefore, such attributes related to scale and experience are vital to describe VCs 
[43], including 28 other features. A brief description of them is presented in appendix E.

5.2. Clustering results of real data

Our analysis is threefold: first, we identify the communities of three syndicated networks and obtain the clustering results; second, 
we analyze the changes in the communities by comparing the vertical and horizontal communities; and third, we illustrate our find-

ings by analyzing the communities. Because both the embedding dimension and the number of communities are unknown, BiPClust 
is introduced to address these issues in community detection for attributed syndicated networks. The optimal tuning parameters 𝜆1, 
𝜆2 and 𝜆3 are selected using both CHI and DBI, similar to the previous analysis. The given dimension (Dimension) and the selected 
dimension of the embedding, the number of clusters, and the sample size in each sub-cluster are listed in Table 5, showing different 
clustering results for the three time windows. Clustering results of BiPClust are visualized using t-SNE to show whether actors can be 
classified into the correct community [24]. The visualization result is shown in Fig. 5, indicating compact and well-separated clusters 
are obtained using BiPClust.

As indicated in Table 5, VCs are categorized into six or seven categories in the first two periods (2001-2005 and 2006-2010), 
but they are categorized into five groups in the third period (2011-2015) because of the relatively few collaborations in the first 
two periods compared with that in the third period, which led to sparse networks in the former case and a denser one in the 
latter case. In addition to its performance in clustering results, BiPClust performs well in determining the number of clusters under 
different dimensions (e.g., 16 and 64), indicating that BiPClust can select informative embedding and counteract the effects of 
noisy embedding and that the selected dimension is smaller than the given dimension. We further analyze the difference between 
embeddings through F-statistics, a value obtained from an ANOVA test used to verify if the means between different clusters are 
15

significantly different. The log of the p-value is used to quantify the importance of the embedding, as shown in Fig. 4. The importance 
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Fig. 5. t-SNE plot visualizing cluster assignments of VCs in real data.

Fig. 6. Changes in community structure of venture capital market in China.

of the embedding increases with the increasing log of the p-value. The figure shows that some embeddings are less informative to 
represent the difference between clusters. In addition, the new algorithm removes less informative embedding and retains more 
informative ones when clustering. Finally, the t-SNE visualization graph shown in Fig. 5 provides an insight into the extent of clarity 
of the boundaries among the clusters generated by BiPClust for the embeddings of size 64 and 16. The clear boundaries seen in Fig. 5

further demonstrate that this algorithm performs well in clustering even without providing an exact number of clusters, unlike the 
traditional methods that require the cluster number to be determined in advance. It also shows the advantage of determining the 
number of clusters by penalizing the loss function.

5.3. Changes in communities

In this section, we analyze the results to illustrate changes in the community structure from 2001 to 2015 in China based on the 
embedding of size 64. Fig. 6 shows that the syndicated investment in each community becomes more intense over time, consistent 
with the development of the VC market in China. Looking back at its history, China started late, in the early 1990s, began to develop 
after 2005 and has experienced drastic growth since 2010, becoming the second-largest VC market in the world. In the early years, 
domestic VC firms were not considerably successful owing to the shortage of diverse investment channels. Nevertheless, VCs began 
to rapidly grow after the establishment of the Small- and Medium-Sized Enterprise Board in 2004. Thereafter, VCs have developed 
rapidly, benefiting from the Internet. This corroborates the increasing number of VCs and syndicated investments seen in Table 4. To 
simplify our study, we identify some dominating communities according to their density and location in the network. We calculate 
the density of each community, defined as 𝐷𝑒𝑛 = 2∗|𝐸|

𝑛∗(𝑛−1) , where |𝐸| represents the number of edges and n represents the number of 
nodes in a community, also presented in Appendix F. We denote the dominant communities in three networks from 2001 to 2015 as 
{𝐶1,𝐶2,...,𝐶9} and the remaining ones as {𝑂1,𝑂2,...𝑂8}. In particular, 𝐶1, 𝐶2, and 𝐶3 are the three most connected communities in 
the syndicated investment network for the first period (2001-2005). Similarly, 𝐶4, 𝐶5, and 𝐶6 dominate the network in the second 
period (2006-2010), while 𝐶7, 𝐶8, and 𝐶9 are the most important ones in the third period (2011-2015). Despite the increasing scale 
and connections of the communities, their density decrease over time because the increasing speed of edges is slower than that of 
the nodes. However, the density of dominating communities, shown in Fig. 6, is always greater than others.

To illustrate the difference between two communities for any two periods, we quantify the change tendency in VC communities 
from 2001 to 2015: we define two metrics as the indices of similarity and dissimilarity between two sets. The first one is 𝐶𝑖(𝑡−1)∩𝐶𝑗 (𝑡)

𝐶𝑖(𝑡−1)
, 
16

called the stability or unchangeability, illustrating the ratio of common elements in both sets 𝐶𝑖(𝑡 − 1) and 𝐶𝑗 (𝑡) divided by the 
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Fig. 7. Changes in community structure of venture capital market in China.

number of 𝐶𝑖(𝑡 −1), measuring the extent to which 𝐶𝑖 and 𝐶𝑗 overlap, and adapting to evaluate similarity and dissimilarity between 
two communities in different periods. In addition, it quantifies the number of VCs retained in a set from the previous period (t-1) to 
the current one (t). The second one is 𝐶𝑖(𝑡−1)−𝐶𝑖(𝑡−1)∩𝐶(𝑡)

𝐶𝑖(𝑡−1)
, where C(t) is the union set of all communities in the period 𝑡, called the 

changeability or the churn rate, and measures how many VCs are absent in the next period (t), but exist in 𝐶𝑖(𝑡 − 1) in the previous 
period (t-1), indicating changes in a certain community.

Owing to their drastic growth since 2010, VCs and connections in the whole network become denser over time. We denote 
the communities with numerous connections as dominant communities (𝐶1, 𝐶2,...,𝐶9) unlike communities with sparse connections 
(𝑂1,𝑂2,...,𝑂9). Fig. 7.A shows that many members in communities (such as 𝐶1, 𝐶2, 𝑂1, and 𝑂2, particularly 𝐶1 and 𝐶2) in the first 
period (2001-2005) have moved to community 𝐶4 in the second period (2006-2010). 𝐶5 has more members in common with 𝐶2 and 
𝐶3 than with the others. The main members of 𝐶6 come from 𝑂3. Moreover, we find that most members of 𝐶4 remained in 𝐶7, a few 
of them have moved to 𝐶9, and the others disappeared, while many members of 𝐶8 came from 𝐶5 and the remaining members moved 
to other communities with fewer collaborations, similar to 𝐶6 in Fig. 7.B. Evidently, considerable changes in community structure 
can be observed from 2001 to 2015. Some previously existing communities disappeared, some merged into a single community, and 
some new ones were born. Irrespective of the types of changes, dominant communities display greater stability. For example, 𝐶1 and 
𝐶4, which share the most mutual members, have a stability rate of 0.69. As for other cases, we have 𝐶2 and 𝐶4 (stability = 0.4), 𝐶4
and 𝐶7 (stability = 0.45), and 𝐶5 and 𝐶8 (stability = 0.32), indicating that dominant communities are more likely to retain common 
VCs from one period to another and thus are the most stable among the communities. Typically, a more stable community has a 
lower churn rate. The churn rate for 𝐶1 and 𝐶4 is the lowest. In addition, considering the syndicated investment network for the 
2011-2015 period as an example, we calculate the average degree of centrality (degree centrality), degree centralization, clustering 
coefficient (Clustering), closeness centrality (Closeness), and density of each community. The results present in Table 6 show that 
the connections of dominant communities (𝐶7, 𝐶8, and 𝐶9) are more intense than those of the others (𝑂7 and 𝑂8). All metrics are 
the greatest.

Furthermore, we obtained the top-50 high-status VCs by calculating the eigenvector centrality and found that all of them involved 
dominant communities (66% from 𝐶7, 8% from 𝐶8 and 26% from 𝐶9). Moreover, the top-5 high-status VCs in each dominant 
community are shown in Fig. 8; further, the neighbors’ degree centrality (Neighbors’ DC) and the efficiency of these VCs are shown 
in Table 7. The neighbors’ degree centrality describes the importance of the partners of a VC; the higher it is, the more partners 
this VC’s partners have, and the more important they are in the network. The efficiency of a VC’s ego network based on the concept 
of redundancy measures the extent to which it is connected to its neighbors. A greater efficiency of a VC indicates less redundancy 
17

and fewer connections with its neighbors. Furthermore, we distinguished VC ownership based on foreign and domestic firms in the 
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Table 6

Descriptive statistic for communities in the syndicated investment network 2011-2015.

Community Degree Centrality Degree Centralization Clustering Closeness Density

C7 7.6271 0.3010 0.4802 0.3805 0.0430

C8 3.5336 0.2179 0.3310 0.2406 0.0140

C9 6.9221 0.2323 0.3232 0.3066 0.0452

O7 2.1441 0.0450 0.3139 0.0210 0.0097

O8 1.0788 0.0123 0.1349 0.0049 0.0045

Fig. 8. Leading VCs in different communities in 2011-2015.

context of the Chinese venture market. Typically, 𝐶9 is a foreign community with foreign VCs accounting for 83.77% compared with 
𝐶8, which is a domestic community with domestic VCs accounting for 94.5%. Combined with Table 7, this result shows that the 
average efficiency of high-status VCs in 𝐶8 (0.9261) is larger than 𝐶7 (0.8532) & 𝐶9 (0.8087) and the average neighbors’ degree 
centrality of 𝐶8 is the smallest (0.0136), indicating that the cooperation between high-status VCs in the foreign community is closer 
than that in the domestic community and that the partners of high-status VCs in the domestic community have a lower degree 
centrality (less prominent in the network). This can also be seen from Fig. 8: the connections in 𝐶8 are not as intense as in 𝐶9, and 
they diverge from high-status VCs (such as Shenzhen Capital, COWIN Capital, GREEN PINE, CDF-CAPITAL, and FORTUNE Capital) 
as its core is surrounded by some small VCs in 𝐶8.

6. Conclusion and discussion

This paper proposes a learning framework for community detection comprising two components: embedding learning and cluster-

ing. This study is the first to combine VGAE to encode attributed networks, and k-means and bi-regularized techniques for community 
detection. Our approach (1) solves dimension selection and determines the community number automatically, (2) offers both a com-

putational algorithm and statistical theorems to substantiate its efficacy in mitigating the impact of redundant embedding and 
determining the unknown number of communities, and (3) evaluates it based on four benchmark datasets and a practical scenario. 
Most validation indices are at the best level. Furthermore, we show that the number of embedded features or the dimensionality of 
the embedding space can considerably affect the clustering performance, but our proposed method can alleviate the influence and 
outperform other methods if the number of embedded features is unknown.

The proposed new method was applied to detect communities in syndicated investment networks in China from 2001 to 2015. It 
can employ both network topology and attributes. Our analysis is threefold: first, we identify communities of syndicated networks 
18

in three time periods and present the clustering results; second, we explore the evolution of communities through horizontal and 
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Table 7

Top-5 High-status VCs in each community of the syndicated investment network 2011-2015.

Community VC Neighbors’ DC Average Efficiency Average

𝐶7 IDG 0.0205 0.0207 0.8764 0.8532

SEQUOIA CHINA 0.0186 0.8907

MATRIX PARTNERS CHINA 0.0206 0.8496

GRANITE GLOBAL 0.0227 0.8252

QIMING Venture Partners 0.0212 0.8242

𝐶8 SHENZHEN CAPITAL 0.0110 0.0136 0.9667 0.9261

COWIN CAPITAL 0.0162 0.9273

GREEN PINE 0.0149 0.9224

CDF-CAPITAL 0.0110 0.8930

FORTUNE CAPITAL 0.0148 0.9211

𝐶9 GOOGLE CAPITAL 0.0192 0.01887 0.8126 0.8087

Andreessen Horowitz 0.0188 0.7731

Index Venture 0.0200 0.7722

KHOSLA VENTURES 0.0168 0.8514

NEA 0.0196 0.8186

vertical comparisons; and third, we elaborate on the findings by analyzing the communities in detail. First, among the notable 
findings from our analysis, we observed that the clustering results align consistently with the evolution of the VC market in China. 
The t-SNE plots clearly depict well-separated communities detected by BiPClust. Second, China’s VC network structure changed 
considerably between 2001 and 2015 with the rapid expansion of the VC market. The connections of VCs became salient over time. 
From one period to another, existing communities might become extinct or strengthened through cooperation and even merged into 
a single community, while some new communities might be born. Dominating communities displayed higher stability than other 
communities. In addition, they were more likely to retain common VCs over two consecutive periods and had relatively low churn 
rates. Finally, dominating communities included more high-status VCs. Compared with the domestic community, the community 
dominated by foreign VCs adopted more joint investment strategies.

However, further work remains to be done in the future. First, more experiments using embedding methods other than the VGAE 
must be performed to prove the universality of the model and improve the hyperparameter tuning method to make the model more 
robust and effective. Second, the relationship between any two VCs may represent a different syndication. Different relationships 
in the heterogeneous networks must be measured to obtain precious information and enhance community detection. This structural 
information may be particularly important when one wants to obtain more concrete and accurate results. Likewise, this paper does 
not consider other community-related methods besides clustering. Third, BiPClust is an extensive method of distance-based clustering 
that relies on the choice of distance metric used to calculate similarities between data points. Different distance metrics may lead 
to different clustering results, and selecting an appropriate distance metric can be challenging. Moreover, it assumes that the data 
is continuous and that clusters have a spherical shape and similar size, which may not be true for all datasets. In addition, the 
regularized k-means clustering in the current paper is based on a combination of group lasso penalty and fused lasso penalty, but 
can be further extended to other penalty functions and adjusted according to one’s needs [39]. Further discussion on regularized 
clustering problems with different penalty functions is required.

One of the main shortcomings of distance-based clustering is that it heavily relies on the selection of distance metric used to 
calculate the similarity between data points. Different distance metrics may lead to different clustering results, and selecting an 
appropriate distance metric can be challenging, particularly when dealing with high-dimensional or complex data. Additionally, 
distance-based clustering assumes that the data is continuous and that clusters have a spherical shape and similar size, which may 
not be true for all datasets. Finally, distance-based clustering methods are sensitive to outliers and noise in the data, which can 
considerably affect the clustering results.

Our study has positive implications for international management research, the practice of international VC investing, and public 
policies that aim to stimulate venture-driven ecosystems. We propose a new community detection method and rigorously verify the 
reliability of this method through theoretical proof and experiment. Notably, we consider both the attribute information and the 
network structure, which is more in line with most networks in the real world (nodes in these networks are usually not mere points 
but have richer features). We validate our approach in a practical sociological scenario, investigating the community structure of 
Chinese VC networks over three time periods and obtaining some inspiring discoveries, which we plan to investigate further in our 
future study. Community detection can be a widely used technique in various fields, including social network analysis, biology, 
computer science, transportation, and finance. For example, community detection can be used to identify clusters of related financial 
assets or market participants in financial networks, such as stock markets, credit networks, and payment systems. This information 
can be used to understand market dynamics, identify systemic risks, and design optimal investment strategies. Hence, our study may 
encourage further research in community detection and social networks as well as at the intersection between them.
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Appendix A. Proof of Theorem 1

Proof 1. There exists a closed ball 𝐵(𝑀), which is centered at the origin with radius 𝑀 and contains all the estimated cluster centers 
when 𝑛 is large enough. Thus, 𝐵(𝑀) contains the estimated cluster centers �̂�1⋅, ..., �̂�𝐾⋅. According to the analysis in Pollard [28], 
there exists a ball 𝐵(�̃�), which is centered at the origin with radius �̃� and contains the estimated cluster centers {�̃�1⋅, ..., �̃�𝐾⋅}, when 
𝑛 is large enough. Then, we conclude that 𝐵(�̃�) ⊂ 𝐵(𝑀). The optimization problem (17) can be equivalently transformed into

𝑊 (𝑈,𝑃𝑛) = ∫ min
𝜇𝑘⋅∈𝑈

||𝑥− 𝜇𝑘⋅||22𝑃𝑛(𝑑𝑥), 𝑠.𝑡.

𝑝∑
𝑗=1

{
𝐾∑
𝑘=2

�̇�
(
𝐷𝑘𝜇⋅𝑗

)
+ �̇�(𝜇⋅𝑗 )

}
≤ 𝑠𝑛, (A.0)

where 𝑠𝑛 is a sequence, and 𝑠𝑛 →∞ as 𝑛 →∞. For a sufficiently large 𝑠𝑁 ,{
𝑈 ∶

𝑝∑
𝑗=1

{ 𝐾∑
𝑘=2

�̇�
(
𝐷𝑘𝜇⋅𝑗

)
+ �̇�(𝜇⋅𝑗 )

}
≤ 𝑠𝑁

}
⊃ 𝐵(�̃�) (A.1)

Thus, 𝐵(𝑀) =𝐵(�̃�) contains {�̂�1⋅, ..., �̂�𝐾⋅}. It achieves the unique minimum, which lies in a compact set of 𝐑𝑝.
Note that

sup
𝑈∈𝐵(𝑀)

|𝑊 (𝑈,𝑃𝑛) −𝑊 (𝑈,𝑃 )|
≤ sup
𝑈∈𝐵(𝑀)

||||∫ min
𝜇𝑘⋅∈𝑈

||𝑥− 𝜇𝑘⋅||22𝑃𝑛(𝑑𝑥) − ∫ min
𝜇𝑘⋅∈𝑈

||𝑥− 𝜇𝑘⋅||22𝑃 (𝑑𝑥)||||
+ sup
𝑈∈𝐵(𝑀)

𝑝∑
𝑗=1

{
𝐾∑
𝑘=1

�̇�
(
𝐷𝑘𝜇⋅𝑗

)
+ �̇�(𝜇⋅𝑗 )

}
. (A.2)

Based on the strong law of large number

sup
𝑈∈𝐵(𝑀)

||||∫ min
𝜇𝑘⋅∈𝑈

||𝑥− 𝜇𝑘⋅||22𝑃𝑛(𝑑𝑥) − ∫ min
𝜇𝑘⋅∈𝑈

||𝑥− 𝜇𝑘⋅||22𝑃 (𝑑𝑥)|||| (A.3)

almost surely converges to zero. Note that

||𝐷𝑘𝜇⋅𝑗 ||1 = 𝑘−1∑
𝑖=1
||𝜇𝑖𝑗 − 𝜇𝑘𝑗 ||1

≤
𝑘−1∑
𝑖=1
|𝜇𝑖𝑗 |+ (𝑘− 1)|𝜇𝑘𝑗 |

≤ (𝑘− 1)||𝜇⋅𝑗 ||1. (A.4)

Applying the inequality 
∑𝑛
𝑖=1 𝑥𝑖
𝑛

≤
√∑𝑛

𝑖=1 𝑥
2
𝑖

𝑛
, we have
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||𝐷𝑘𝜇⋅𝑗 ||1 ≤ (𝑘− 1)3∕2||𝜇⋅𝑗 ||2. (A.5)
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Thus,

||𝐷𝑘𝜇⋅𝑗 ||1||�̃�⋅𝑗 ||2 ≤ (𝑘− 1)3∕2||𝜇⋅𝑗 ||2||�̃�⋅𝑗 ||2 . (A.6)

By the boundedness of ||𝜇⋅𝑗 ||2, and ||�̂�⋅𝑗 ||2 over 𝐵(𝑀), and the condition 𝑛1∕2𝜆𝑙𝑝 → 0, for 𝑙 = 1, 2, one obtains that 𝑊 (𝑈, 𝑃𝑛)
converges almost surely to 𝑊 (𝑈, 𝑃 ) uniformly over the subsets of 𝐵(𝑀).

Appendix B. Proof of Theorem 2

Proof 2. If �̂�⋅𝑝 ≠ 0, the derivative with respect to the components of ||�̂�⋅𝑝||2 can be derived. According to the Karush-Kuhn-Tucker 
condition, we have

0 = − 2√
𝑛
�̂�𝑇 (𝑍⋅𝑝 − �̂��̂�⋅𝑝) +
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2√
𝑛
�̄�𝑇 𝜖⋅𝑝 +

(
2
𝑛
�̄�𝑇 �̄�+ 𝜆2

1||�̂�⋅𝑝||2||�̃�⋅𝑝||2
)√

𝑛�̂�⋅𝑝

+
√
𝑛𝜆1

1||�̃�⋅𝑝||2
𝐾∑
𝑘=1

𝑠𝑖𝑔𝑛(�̂�⋅𝑝 − �̂�𝑘𝑝𝟏′𝐾 ). (A.7)

Based on the fact that �̂� converges in probability to �̄�, we only need to calculate the order of last two terms. Here,||||||
||||||
(
2
𝑛
�̄�𝑇 �̄�+ 𝜆2

1||�̂�⋅𝑝||2||�̃�⋅𝑝||2
)√

𝑛�̂�⋅𝑝 +
√
𝑛𝜆1

1||�̃�⋅𝑝||2
𝐾∑
𝑘=1

𝑠𝑖𝑔𝑛(�̂�⋅𝑝 − �̂�𝑘𝑝𝟏′𝐾 )
||||||
||||||2 (A.8)

≥
||||||
||||||𝜆2 1||�̂�⋅𝑝||2||�̃�⋅𝑝||2√𝑛�̂�⋅𝑝 +√𝑛𝜆1 1||�̃�⋅𝑝||2

𝐾∑
𝑘=1

𝑠𝑖𝑔𝑛(�̂�⋅𝑝 − �̂�𝑘𝑝𝟏′𝐾 )
||||||
||||||2 (A.9)

=
||||||
||||||
𝜆1
√
𝑛||�̃�⋅𝑝||2
(

1||�̂�⋅𝑝||2 �̂�⋅𝑝 +
𝐾∑
𝑘=1

𝑠𝑖𝑔𝑛(�̂�⋅𝑝 − �̂�𝑘𝑝𝟏′𝐾 )
)||||||
||||||2 . (A.10)

Let 𝑣 =
∑𝐾

𝑘=1 𝑠𝑖𝑔𝑛(�̂�⋅𝑝 − �̂�𝑘𝑝𝟏
′
𝐾
), then

(A.8) ≥ 𝜆1
√
𝑛||�̃�⋅𝑝||2||�̂�⋅𝑝||2 ||||||||�̂�⋅𝑝 + ||�̂�⋅𝑝||2𝑣||||||||2. (A.11)

Note that

0 <

||||||||�̂�⋅𝑝 + ||�̂�⋅𝑝||2𝑣||||||||2||�̂�⋅𝑝||2 ≤
||||||�̂�⋅𝑝||||||2 + ||�̂�⋅𝑝||2||𝑣||2||�̂�⋅𝑝||2 = 1 + ||𝑣||2, (A.12)

where ||𝑣||2 is a constant order quantity. Consequently, 
||||||||�̂�⋅𝑝 + ||�̂�⋅𝑝||2𝑣||||||||2 and ||�̂�⋅𝑝||2 have same order. Given that

𝜆1
√
𝑛||�̃�⋅𝑝||2||�̂�⋅𝑝||2 ||�̂�⋅𝑝||2 =𝑂(𝑛𝜆𝑙), (A.13)

and the assumption 𝑛−2𝜆−2
𝑙
𝑝 → 0, we conclude that (A.8) goes to infinity, which leads to a contradiction. Thus, ||�̂�⋅𝑝||2 is 0 with 

probability 1.

Appendix C. Remark of Algorithm 1

Remark 1. Strictly speaking, after algebraic calculation, we derive(
𝑇

𝐾∑
𝑘 𝑇 𝑘

𝜆2𝑤𝑗
)−1 (

𝑇

𝐾∑
𝑘 𝑇 𝑘

)
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𝜇⋅𝑗 = 𝐿 𝐿+ 𝜆1
𝑘=1

(𝐷 ) 𝐷 + ||𝜇⋅𝑗 ||22 𝐈 ⋅ 𝐿 𝑍⋅𝑗 + 𝜆1
𝑘=1

(𝐷 ) Θ⋅𝑗 . (A.14)
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Fig. A.1. t-SNE plot visualizing cluster assignments of actors in two benchmark datasets.

According to the properties of the 𝐿2 norm and the formula (𝐵 + 𝑋𝑌 𝑇 )−1 = 𝐵−1 − 𝐵−1𝑋𝑌 𝑇 𝐵−1

1+𝑌 𝑇 𝐵−1𝑋
, one can conclude that ||𝜇⋅𝑗 ||2 is 

bounded, i.e.

||�̇�⋅𝑗 ||2 − |||||||
|||||||
(𝐷𝑑𝑖𝑎𝑔)−1𝟏𝟏𝑇 (𝐷𝑑𝑖𝑎𝑔)−1
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𝑘=1(𝐷
𝑘)𝑇Θ𝑘⋅𝑗

)
1 − 𝟏𝑇 (𝐷𝑑𝑖𝑎𝑔)−1𝟏

|||||||
|||||||2 ≤ ||𝜇⋅𝑗 ||2, (A.15)

and
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where 𝐷𝑑𝑖𝑎𝑔 =𝐿𝑇𝐿 + 𝜆1𝐾𝐈 + 𝜆2𝑤𝑗||𝜇⋅𝑗 ||22 𝐈, and �̇�⋅𝑗 =𝐷−1
𝑑𝑖𝑎𝑔

⋅
(
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𝑘)𝑇Θ𝑘⋅𝑗

)
. Under appropriate conditions, we get

||||||
||||||(𝐷𝑑𝑖𝑎𝑔)−1𝟏𝟏𝑇 (𝐷𝑑𝑖𝑎𝑔)−1

(
𝐿𝑇𝑍⋅𝑗 + 𝜆1

𝐾∑
𝑘=1

(𝐷𝑘)𝑇Θ𝑘⋅𝑗

)||||||
||||||2 (A.17)

to converge to zero in probability. Hence why we update 𝜇(𝑠+1)⋅𝑗 by (27).

Appendix D. t-SNE plot visualizing cluster assignments of actors in two benchmark datasets

We visualize the samples by using t-Distributed Stochastic Neighbor Embedding (t-SNE) (a technique for dimensionality reduction 
that is particularly well-suited for the visualization of high-dimensional datasets) to show whether the embedding represents the 
actors well when we know the true label. Fig. A.1 shows that the boundaries between the clusters are not completely clear. It 
probably contains noise information for distinguishing samples that needs to be removed during clustering.

Appendix E. Evaluation of clustering results based on different embedding methods with fixed dimension

We perform community detection on different embedding obtained by different VGAE-based methods (such as ARGA, ARVGA, 
LMAVGAE, GMAVGAE, DGAE and DGVAE) on four benchmark datasets, helping us gain insight into its strengths and weaknesses 
and determining whether it is a viable option for clustering tasks where the number of clusters is not known in advance. Moreover, 
this experiment helps us understand how the proposed method performs with the unknown number of clusters. Because k-means 
clustering algorithm has been validated performing well on detecting communities in previous studies [12], we use it as a cluster. 
22

Considering it cannot overcome the influence of useless latent variables, we fix the dimension of embedding space to a predefined 
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Table A.1

Evaluation of clustering results based on different embedding methods with fixed dimension.

Datasets Method # of Clusters ACC PURITY F1 NMI ARI

Cora VGAE+BiClust non fixed 65.30% 63.50% 48.13% 43.65% 37.35%

LMAVGAE+kmeans fixed 66.78% 68.63% 53.23% 49.59% 42.85%

GMAVGAE+kmeans fixed 58.91% 61.49% 44.97% 42.40% 33.30%

ARVGE+kmeans fixed 62.77% 65.29% 47.76% 45.01% 37.12%

ARGE+kmeans fixed 64.01% 65.59% 50.58% 44.13% 40.23%

DGVAE+kmeans fixed 60.19% 62.70% 45.97% 44.45% 37.01%

DGAE+kmeans fixed 62.00% 62.00% 46.96% 47.09% 34.51%

Node2V+kmeans fixed 61.96% 63.52% 47.06% 42.09% 35.52%

DW+kmeans fixed 39.33% 43.32% 31.51% 22.10% 10.37%

Citeseer VGAE+BiClust non fixed 44.57% 52.21% 31.61% 22.61% 16.23%

LMAVGAE+kmeans fixed 43.75% 47.81% 31.37% 22.01% 14.59%

GMAVGAE+kmeans fixed 44.24% 47.22% 31.24% 19.24% 14.81%

ARVGE+kmeans fixed 40.67% 44.75% 29.43% 18.80% 13.88%

ARGE+kmeans fixed 42.82% 47.16% 29.54% 19.42% 13.04%

DGVAE+kmeans fixed 40.09% 41.33% 28.20% 17.11% 11.40%

DGAE+kmeans fixed 41.11% 45.61% 30.43% 19.76% 13.75%

Node2V+kmeans fixed 42.05% 44.72% 30.12% 15.34% 14.18%

DW+kmeans fixed 36.61% 37.27% 29.97% 10.72% 11.99%

Wiki VGAE+BiClust non fixed 45.47% 46.61% 32.83% 40.05% 24.92%

LMAVGAE+kmeans fixed 45.01% 56.41% 32.08% 44.51% 26.18%

GMAVGAE+kmeans fixed 28.94% 38.85% 20.28% 26.46% 11.95%

ARVGE+kmeans fixed 40.72% 53.64% 28.48% 41.01% 22.53%

ARGE+kmeans fixed 44.96% 58.94% 31.97% 45.13% 25.99%

DGVAE+kmeans fixed 41.12% 52.94% 27.91% 38.57% 22.28%

DGAE+kmeans fixed 25.82% 37.34% 14.98% 11.41% 4.27%

Node2V+kmeans fixed 41.87% 53.18% 28.90% 38.50% 23.01%

DeepW+kmeans fixed 42.28% 52.10% 30.20% 39.22% 22.60%

Pubmed VGAE+BiClust non fixed 66.65% 66.65% 51.92% 26.05% 26.01%

LMAVGAE+kmeans fixed 65.42% 65.42% 52.02% 25.91% 25.41%

GMAVGAE+kmeans fixed 66.82% 66.82% 53.12% 26.96% 27.24%

ARVGE+kmeans fixed 65.59% 65.59% 51.13% 24.90% 24.69%

ARGE+kmeans fixed 66.13% 66.13% 52.66% 25.83% 26.17%

DGVAE+kmeans fixed 65.81% 65.81% 51.66% 26.16% 25.53%

DGAE+kmeans fixed 67.08% 67.08% 53.41% 26.99% 27.60%

Node2v+kmeans fixed 68.82% 68.82% 54.99% 27.49% 30.33%

DeepW+kmeans fixed 66.37% 66.37% 53.69% 26.57% 28.73%

number 16 which is the same number as previous studies. Results in Table A.1 indicate the proposed method can find the suitable 
combination of hyperparameters to optimize CH and DBI scores.

Appendix F. Brief description of VCs’ 28 attributes derived from investment events

Besides syndication networks, VCs’ attributes derived from investment events are also considered in our analysis. Each event 
indicates that a VC firm has invested in a startup. Investment information includes which startup a VC has invested in, at what time, 
and in which place, and also lists which industry the startup belongs to, in which investing period (such as initial stage, expansion 
stage, seed stage) it is at, and in which investing round (A, B, C, D, E, F and G round) it is at. Usually, most investors prefer to invest 
in several firms, industries, areas, stages and rounds but not one, because they want to diversify investment risks. Some VCs have 
more resources than others to do so. They tend to operate on a larger scale and have greater experience than those who can only 
invest small amounts. Therefore, such attributes related to scale and experience are vital to describe VCs, including 28 other features. 
A brief description of them is presented in Table A.2.

Appendix G. Density of the communities

We calculate the density of each community, defined as 𝐷𝑒𝑛 = 2∗|𝐸|
𝑛∗(𝑛−1) , where |𝐸| is the number of edges and n is the number of 

nodes in a community, also presented in Table A.3. We denote the dominant communities in three networks from 2001 to 2015 as 
{𝐶1,𝐶2,...,𝐶9} and the remaining ones as {𝑂1,𝑂2,...𝑂8}. Specifically, 𝐶1, 𝐶2 and 𝐶3 are the three most connected communities in 
the syndicated investment network for the first period (2001-2005). Similarly, 𝐶4, 𝐶5 and 𝐶6 dominate the network in the second 
period (2006-2010), while 𝐶7, 𝐶8 and 𝐶9 are the most important ones in the latest period (2011-2015). Despite the increasing scale 
and connections of the communities, their density decrease over time because the increasing speed of edges is slower than that of 
23

nodes.
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Table A.2

Brief description of VCs’ 28 attributes derived from investment events.

Features Abbreviation Description

X1 Age When the VC was founded

X2 Investments The cumulative # of investments since 2001

X3 Firms The cumulative # of investing distinct startups

X4 Nations The cumulative # of investing distinct countries

X5 Province The cumulative # of investing distinct provinces

X6 YRD The cumulative # of investing industries in Yangtze River Delta

X7 PRD The cumulative # of investing industries in Pearl River Delta

X8 BTH The cumulative # of investing industries in Beijing-Tianjin-Hebei

X9 Other_Area The cumulative # of investing industries in Other areas

X10 Industries The cumulative # of investing distinct industries

X11 Computer The cumulative # of investing startups in computer science

X12 Medicine The cumulative # of investing startups in medicine, healthcare and life sciences

X13 Biotech The cumulative # of investing startups in Biotechnology

X14 Semicon The cumulative # of investing startups in semiconductor and electronic equipment

X15 Commu The cumulative # of investing startups in communication, culture and entertainment

X16 Other_ind The cumulative # of investing startups in other fields

X17 Stages The cumulative # of investing stages

X18 Seed The cumulative # of investing startups at seed stage

X19 Init The cumulative # of investing startups at initial stage

X20 Expansion The cumulative # of investing startups at expansion stage

X21 Rounds The cumulative # of investing rounds

X22 A The cumulative # of investing startups in A round

X23 B The cumulative # of investing startups in B round

X24 C The cumulative # of investing startups in C round

X25 D The cumulative # of investing startups in D round

X26 E The cumulative # of investing startups in E round

X27 F The cumulative # of investing startups in F round

X28 G The cumulative # of investing startups in G round

Table A.3

Density of the communities.

2001-2005 C1 C2 C3 O1 O2 O3

0.2092 0.1477 0.1228 0.0444 0.0654 0.0688

2006-2010 C4 C5 C6 O4 O5 O6

0.0655 0.0386 0.0461 0.0200 0.0253 0.0150

2011-2015 C7 C8 C9 O7 O8

0.0430 0.0140 0.0452 0.0097 0.0045

Appendix H. Clustering analysis of data with different numbers of embedded features

By comparing the clustering results for different numbers of embeddings except 16 and 64, we demonstrate the impact that 
dimensionality has on the quality of clustering results and the importance of selecting an appropriate number of embeddings for 
a given dataset. VGAE-based methods are applied to learn the representation of Cora given a dimension of embedding (e.g., 24, 
32 and 48) first, and then various clustering methods have performed on Cora and obtained the clustering results to compare the 
clustering results for different numbers of embedding. Results in Tables A.4 and A.5 show the number of embedded features or the 
dimensionality of the embedding space can have a significant impact on the clustering performance. However, the proposed new 
method outperforms other methods regardless of the number of embedded features set, indicating that it is a robust and effective 
method.

Appendix I. Clustering analysis of data with different tuning parameters

To illustrate the process of tuning parameters, we perform the proposed clustering method on the Cora dataset with different 
tuning parameters and evaluate the clustering results using same metrics mentioned before previous section. Our goals are searching 
the optimal parameters (including 𝜆1, 𝜆2 and 𝜆3) to maximize CH and DBI indexes using the strategy of a grid search. First, we define 
a grid of hyperparameters to search over. Second, for each combination of hyperparameters, we apply the clustering algorithm to 
our dataset and compute the CH and DBI indices. Then, we store the results of each combination of hyperparameters, along with 
the corresponding CH and DBI scores. Next, we analyze the results and identify the hyperparameters that maximize the CH and DBI 
indices. Finally, we select the optimal hyperparameters that produce the highest CH and lowest DBI scores and use them to perform 
clustering on the full dataset. Results in Table A.6 indicate the proposed method can find the suitable combination of hyperparameters 
24

to optimize CH and DBI scores.
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Table A.4

Evaluation of clustering results of Cora based on VGAE with different embedding dimensions.

# of Embedding Method # of Clusters Purity Accuracy F1 ARI NMI

16 BiPClust 7 65.30% 63.50% 48.13% 37.35% 43.65%

Kmeans 7.8 65.10% 57.13% 44.13% 33.90% 42.89%

HClust 7.5 61.86% 57.98% 45.39% 33.71% 40.38%

Sparcl 8 62.25% 55.51% 41.22% 30.46% 39.85%

Gclust 9 66.17% 55.23% 42.36% 32.86% 42.51%

PClust 8.75 64.93% 56.28% 43.07% 33.06% 43.03%

24 BiPClust 7.25 65.24% 62.69% 49.58% 37.39% 44.39%

Kmeans 8.25 63.66% 57.04% 43.46% 32.26% 41.87%

HClust 9 64.95% 56.27% 42.50% 30.99% 40.76%

Sparcl 8.25 57.27% 49.92% 36.05% 23.94% 34.25%

Gclust 9.75 66.23% 51.08% 41.10% 31.39% 42.13%

PClust 6.75 58.35% 52.37% 42.66% 26.56% 38.90%

32 BiPClust 7.75 64.38% 61.52% 47.84% 35.21% 43.88%

Kmeans 7 61.14% 56.59% 44.09% 30.42% 41.70%

HClust 10.5 62.94% 49.54% 38.11% 25.50% 39.63%

Sparcl 7 53.24% 48.92% 35.50% 21.65% 30.67%

Gclust 8.75 65.43% 52.41% 42.01% 31.20% 41.34%

PClust 8.5 64.74% 55.39% 44.64% 31.33% 43.81%

48 BiPClust 8 65.07% 58.96% 49.17% 35.87% 45.13%

Kmeans 6 56.98% 54.40% 43.28% 26.66% 38.65%

HClust 10.25 61.14% 46.74% 36.50% 21.03% 38.02%

Sparcl 6 45.97% 41.08% 30.66% 13.92% 23.69%

Gclust 6.5 59.82% 56.51% 46.48% 33.06% 41.67%

PClust 6.75 58.35% 53.64% 44.38% 26.39% 40.58%

64 BiPClust 9.6 66.26% 56.80% 44.39% 31.22% 43.64%

Kmeans 5.6 52.84% 51.11% 38.93% 21.81% 36.52%

HClust 12.2 61.52% 44.10% 33.42% 18.10% 37.43%

Sparcl 5.75 43.57% 41.62% 29.82% 13.30% 20.58%

Gclust 6 60.25% 54.94% 44.46% 28.69% 40.77%

PClust 7.5 60.08% 54.34% 43.11% 24.30% 42.68%

Table A.5

Evaluation of clustering results of Cora based on LMAVGAE with different embedding dimensions.

# of Embedding Method # of Clusters Purity Accuracy F1 ARI NMI

16 BiPClust 6.8 69.43% 66.27% 53.88% 43.22% 50.45%

Kmeans 7.8 68.21% 58.68% 47.97% 37.47% 46.90%

HClust 7.6 66.49% 62.94% 49.52% 37.73% 45.44%

Sparcl 7.8 58.80% 50.64% 38.00% 26.14% 36.72%

Gclust 9 71.62% 57.84% 47.07% 37.83% 48.84%

PClust 8.6 67.61% 58.09% 46.01% 35.57% 46.41%

24 BiPClust 7.75 70.51% 67.51% 54.28% 42.75% 49.94%

Kmeans 7.25 67.02% 62.63% 50.63% 39.09% 47.07%

HClust 8 65.27% 59.69% 45.81% 32.32% 43.57%

Sparcl 7.25 52.08% 44.15% 24.29% 18.92% 27.35%

Gclust 6.25 62.32% 60.10% 48.62% 36.30% 44.64%

PClust 6 63.09% 63.09% 48.59% 32.70% 46.54%

32 BiPClust 8 68.40% 63.66% 50.92% 38.50% 48.12%

Kmeans 6.4 61.11% 58.85% 44.59% 29.60% 45.37%

HClust 10 63.72% 52.51% 41.07% 26.14% 41.37%

Sparcl 6.4 48.84% 45.37% 32.69% 18.20% 24.68%

Gclust 7.2 64.76% 57.45% 45.01% 32.75% 43.90%

PClust 8.2 66.60% 60.13% 47.35% 33.17% 47.31%

48 BiPClust 6.67 65.79% 63.32% 47.29% 31.27% 46.02%

Kmeans 6.67 59.77% 56.67% 43.20% 27.10% 41.78%

HClust 12.33 67.90% 46.22% 36.18% 24.24% 42.92%

Sparcl 6.67 41.75% 34.27% 25.24% 9.72% 15.78%

Gclust 7.67 65.26% 59.64% 45.67% 32.85% 44.58%

PClust 7.33 64.45% 59.26% 43.99% 25.65% 44.42%

64 BiPClust 9 65.76% 57.21% 45.21% 31.14% 45.30%

Kmeans 6.4 56.96% 55.66% 42.70% 24.62% 37.53%
25
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Table A.5 (continued)

# of Embedding Method # of Clusters Purity Accuracy F1 ARI NMI

HClust 16.2 63.83% 40.36% 31.52% 16.81% 38.71%

Sparcl 6.4 37.68% 31.93% 23.84% 7.57% 12.26%

Gclust 8 61.81% 52.58% 40.04% 26.41% 39.83%

PClust 7.4 60.33% 54.31% 41.27% 21.33% 42.09%

Table A.6

Evaluation of clustering results of Cora based on VGAE with different embedding dimensions.

𝜆1 𝜆2 𝜆3 CH DBI # of Clusters Purity Accuracy F1 ARI NMI

0.5 0.375 3 43.33 459.54 14 67.02% 43.02% 33.63% 20.79% 42.24%

5 35.40 1014.86 2 30.83% 30.83% 30.25% 4.15% 6.30%

7 46.87 512.52 9 70.49% 63.44% 51.14% 39.38% 46.33%

0.4 3 43.86 466.64 13 62.15% 41.80% 32.31% 18.68% 39.03%

5 46.93 513.95 7 57.79% 55.35% 45.00% 27.87% 41.94%

7 44.51 929.18 2 39.51% 39.51% 36.66% 13.28% 17.33%

0.425 3 44.13 403.06 8 56.31% 45.86% 39.13% 17.21% 38.41%

5 48.95 547.71 5 49.96% 45.46% 37.69% 13.97% 33.71%

7 43.27 646.59 5 50.15% 46.05% 41.73% 23.83% 29.68%

1 0.375 3 42.47 465.32 16 70.57% 41.58% 33.44% 23.79% 43.04%

5 45.62 489.54 11 69.83% 57.79% 47.26% 35.53% 46.06%

7 0.00 0.00 1 30.21% 30.21% 30.40% 0.00% 0.00%

0.4 3 46.40 463.11 14 70.24% 43.13% 33.83% 22.56% 43.52%

5 48.06 513.37 8 57.13% 45.64% 37.86% 20.51% 39.00%

7 46.86 806.99 2 39.07% 39.07% 33.67% 7.89% 14.98%

0.425 3 47.91 473.11 10 69.98% 59.38% 49.78% 36.80% 47.52%

5 46.04 497.29 12 70.86% 48.97% 39.22% 28.19% 43.80%

7 0.00 0.00 1 30.21% 30.21% 30.40% 0.00% 0.00%
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